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Abstract

In the field of 10T, sensor nodes have received consid-
erable attention from both academia and industry. These
small low power devices are designed to embed very
simple applications, they can perform some processing,
gather sensory data and communicate with other nodes
in the network. However, recent advances in machine
learning have made it possible to consider the implemen-
tation of smart applications in such constrained systems.
In this work, we defined a basic parametric model and de-
signed a generic microcontroller architecture to evaluate
the energy profile of such applications in low-power sen-
sor nodes.

1. Introduction

Sensor nodes are composed of three main elements: the
sensor module to retrieve physical data, the communica-
tion module to send the data to the network and the micro-
controller that ensures interactions between all modules
and data processing. They operate at low power and cost
little, which makes them good candidates for large scale
deployments. The architecture of these microcontrollers
is generally very simple. It includes a core capable of ex-
ecuting sequences of instructions that constitute the appli-
cation. This core is usually connected to a set of memory
arrays to store the application and data. To communicate
with other modules, the architecture includes several pe-
ripherals such as UART, SPI or I12C.

Microcontrollers are subject to stringent consumption
and cost constraints. They operate at low frequencies
(<100MHz) and are usually equipped with a small inter-
nal memory (i.e., less than 1 MB). They are used in appli-
cations where little or no data processing is required. They
are often used only to collect raw data and transmit it to the
communication module. Often, these highly constrained
systems do not operate continuously. Instead, they often
operate under a normally-off computing paradigm to save
as much energy as possible. They are asleep most of the
time (> 90% of their lifetime) and wake up periodically or
after an interruption to collect and send data before going
back to sleep.

However, the emergence of machine learning software
solutions and their numerous optimisations push sensor
nodes to support much more complex applications. In
this paper, we present a modular exploration and evalu-
ation tool kit for ultra-low-power architectures with ma-
chine learning applications in the normally-off computing

paradigm. [Section [2] introduces the concept of edge com-

puting and states the problem, presents a basic
parametric model used to evaluate normally off applica-

tions and presents ICOBS, a modular FPGA
implementable architecture for smart applications evalu-

ation. Finally, [Section[5|concludes this paper.
2. Problem statement

In recent years, a lot of research has focused on IoT
networks and has led to the emergence of new concepts
such as edge computing. This concept is based on the de-
centralisation of storage and processing capacity to the
edge of the network. Increasing the processing capac-
ity of the sensor nodes allows for the communication of
more meaningful information and thus greatly minimises
data exchange. Thus, edge computing reduces the en-
ergy impact of network use and management as well as
data storage [IL] [2]. Of course, the increase in complex-
ity of microcontrollers’ missions will lead to an increase
in the processing time and memory needs. Furthermore,
with the emergence of tiny machine learning algorithms, it
is now desirable to implement smart applications in such
constrained systems, which further increases the process-
ing phase and power consumption. So, this work is an
attempt to address the following question: How can one
evaluate smart applications in constrained systems operat-
ing in a normally-off computing paradigm?

3. A normally-off parametric model

To evaluate the energy consumption of a system oper-
ating in a normally-off computing paradigm, we defined
a parametric model including the consumption of each
module during each of its operation phases. Thus, for each
module, we define a succession of operating phases with
a fixed duration (see [Fig.[I). The model will therefore al-



low us to build the energy profile of the communication
module, the sensor module and the microcontroller.

Pelo - H

Power
Active 1
Active 2

Sleep

to t1 t2 t3
Time

Figure 1. Module energy profile: dynamic
power in blue and static power in red

We define the dynamic energy of an active phase of a
particular module as:

Ep=>Y (ti—ti-1) x Py, e
i=1
where P corresponds to the dynamic power consump-
tion of the module during each phase. Similarly, we define
the total static energy of this module as:

n
Eg = Z(ti —ti1) X Liy. 2
i=1

where L corresponds to the static power consumption
of the module during each phase.

We study the share of each module in the total con-
sumption of the system for a wide variety of applications
through the use of parameters defining them (e.g. activity
and sleep phases duration, wake-up probability, available
energy, etc.). For communication peripherals and sensors,
the parameters can be the amount of data to collect from
the sensor and the amount of data to send to the radio.
This model will enable the quick and precise evaluation
of the critical modules and phases at the energetic level
for each application.

We need as input to our model the duration and con-
sumption of each operating phase of each module. For
communication and sensor modules, the parameters can
be defined during application design as they depend on
the modules’ power consumption in each of their states
and the amount of data to be exchanged. However, for
the microcontroller, the model parameters depend on the
execution of the application. It is therefore necessary to
fully build the application before using either an instruc-
tion set simulator or, as in our case, a tool that emulates
the application while capturing its characteristics.

4. Evaluation platform

We developed a typical non-optimized microcontroller
architecture based on the RISC-V core Ibex developed by
lowRISC. The architecture has enough memory to run a

wide range of smart applications and includes peripherals
to communicate with other modules (see [Fig.[2). The ar-
chitecture integrates an activity monitor, which will record
the evolution of the state of the memories and the core.
For this, we defined for each component a set of states
(e.g. idle, retention, off, transitions, etc.) that correspond
to a consumption and a set of events (e.g. read, write,
etc.) that correspond to a quantity of energy. The monitor
measures the time spent by each component in each of its
states and counts the events.
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Figure 2. ICOBS architecture

We also defined the entire software development work-
flow to easily generate applications that can run on the
platform. Thus, it is possible to execute applications in
real time under realistic conditions thanks to an FPGA im-
plementation combined with communication modules and
sensors. The monitor therefore allows us to extract the ac-
tivity of each part of the architecture for each application
and thus make a total evaluation of the microcontroller to
feed into our parametric model.

5. Conclusion and future work

The proposed architecture makes it possible to feed our
parametric model with the energy profiles of the tested ap-
plications. This set of tools will allow us to better evaluate
the energy-critical phases of each module at the system
level and of each block at the architectural level to better
guide our future works.
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