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Abstract

The attrition of women in academic careers is a major concern, particularly in Science, Technology, Engineering, and Mathematics subjects. One factor that can contribute to the attrition is the lack of visible role models for women in academia. At early career stages, the behaviour of the local community may play a formative role in identifying ingroup role models, shaping women's impressions of whether or not they can be successful in academia. One common and formative setting to observe role models is the local departmental academic seminar, talk, or presentation. We thus quantified women's visibility through the question-asking behaviour of academics at seminars using observations and an online survey. From the survey responses of over 600 academics in 20 countries, we found that women reported asking fewer questions after seminars compared to men. This impression was supported by observational data from almost 250 seminars in 10 countries: women audience members asked absolutely and proportionally fewer questions than male audience members. When asked why they did not ask questions when they wanted to, women, more than men, endorsed internal factors (e.g., not working up the nerve). However, our observations suggest that structural factors might also play a role; when a man was the first to ask a question, or there were fewer questions, women asked proportionally fewer questions. Attempts to counteract the latter effect by manipulating the time for questions (in an effort to provoke more questions) in two departments were unsuccessful. We propose alternative recommendations for creating an environment that makes everyone feel more comfortable to ask questions, thus promoting equal visibility for women and members of other less visible groups.

Introduction

Women account for 59% of undergraduate degrees, but only 47% of PhD graduates, 45% of fixed-term contract postdoctoral researchers, 37% of junior and 21% of senior faculty positions across all academic subjects in Europe (European Commission, 2015 http://ec.europa.eu/research/swafs/pdf/pub_gender_equa_lity/she_figures_2015-final.pdf) (see also [1]). The
decreasing representation of women in academia as careers progress is frequently referred to as the “leaky pipeline” [2]. Many factors have been proposed to explain the attrition of women as academic careers progress, including innate differences in ability; differences in the career preferences of men and women; the assessment of women’s CVs for hiring, tenure and promotion; differences in males’ and females’ salaries for equivalent positions; parenting; imposter syndrome; and a lack of appropriate role models and mentors for women, all of which lead to reduced visibility of women in academic science (reviewed in [1,3]).

Social role theory provides a framework to understand how various factors might influence individuals’ decisions to choose an academic career. According to social role theory [4], people tend to make inferences about which characteristics are needed to be successful in a given role by examining the characteristics of the people who most predominantly occupy that role. Because women are often underrepresented in the later career stages in academic science, it is possible that women (and other underrepresented minority groups) might infer that they do not possess or want to express the relevant characteristics for senior faculty positions and therefore do not belong in those particular careers, as has been shown in the medical field [5]. Furthermore, when people do not have first-hand knowledge of their own level of performance in a given domain, they look to the performance of similar others (i.e., ingroup members; in this case other women) to gauge their own potential likelihood of success in that domain (e.g.[6–8]). For these reasons, observing successful models, with whom one can easily relate, is critical for encouraging larger numbers of underrepresented group members to enter and remain in that field [9]. In the case of the “leaky pipeline” for women in academic science, then, the degree to which other women are visible becomes an important problem that needs to be addressed.

In addition to a general pattern of gender inequality in academic posts, women and men—and their contributions—may not be equally visible or equally valued. For example, men are overrepresented in terms of authorship, especially first, senior, and sole authorship [10–13] and men’s papers are cited more often [10,14]. In addition, when considering contributions to individual papers, women were more likely than men to be credited with performing the experiments (i.e., the more physical part of the process), whereas men were more likely than women to be credited with data analysis, experimental design, contributing tools, and writing (i.e., the more conceptual parts of the process) [15]. Just as many factors have been proposed to explain the leaky pipeline, various factors have been cited to explain these differences in the representation of women and men in academia. For example, the difference in citations has been explained in part by the fact that women cite themselves less often than men do, and men cite other men more than they cite women [14].

Although publications represent one form of conceptual “visibility” for scientists, there are many other forms, including some more literal. Direct interactions involving groups of scientists are likely to have a stronger influence on shaping an individual’s impression of the academic community. One forum where this occurs is at international conferences, where differences in visibility are known to occur: women are less likely than men, and less likely than expected given their proportional representation in a field, to give talks at conferences, and more likely to contribute to less prestigious (and less visible) alternatives, such as posters [16–18]. Although some part of this underrepresentation may be due to selection bias, other explanations have been proposed; for example, women are more likely to decline invitations to give a talk [18], and more likely to seek out shorter rather than longer talks [19]. Another way in which women are less visible at conferences is in their question-asking behaviour: a small number of studies have reported that women ask proportionally fewer questions than men at these events [20–22].

In this study, we examine a form of visibility that is more common and frequent, and apparent earlier in the pipeline (i.e., to junior academics): question-asking behaviour at local
departmental academic seminars (i.e., talks, presentations, colloquia, etc.). Social role theory suggests that women should benefit from being exposed to successful ingroup role models at all points along the leaky pipeline. Before attending academic conferences and seeing women present their work, and before gaining a familiarity with the authors of papers in a particular research area, undergraduate and postgraduate students are exposed to the role-modelled behaviours of the women and men who work in their department. Given social role theory explanations for how gendered expectations of certain roles develop based on who is seen occupying those roles, we argue that the behaviour of the local community may play a formative role in identifying ingroup role models at an early career stage. Few studies have investigated such local phenomena, but these reveal a potential bias against women. For example, female undergraduate students are less likely to volunteer to answer an instructor’s questions in class, and somewhat less likely to pose their own questions [23]. Such differences in behaviour might emerge through reinforcement: during the early years of schooling girls are slightly more likely than boys to raise their hands to ask a question but teachers are less likely to choose them to answer [24].

Our aims were to determine whether women and men differ in their visibility at academic seminars and which factors might underlie any differences. With regards to the first aim, we tested the hypothesis that women would ask fewer questions at departmental seminars, thus limiting their potential visibility to others. We were interested in individuals’ actual question-asking in seminars, to quantify directly any disparity that might exist. With regard to the second aim, we were interested in perceptions of question-asking in seminars, to understand the motivations and beliefs that underlie any disparity. Thus, our data collection also took two approaches. First, we ran an online survey that collected data on over 600 academic respondents’ self-reported attendance and question-asking in seminars, their perceptions of others’ question-asking behaviour in seminars, and their beliefs about why they themselves and others do and do not ask questions in seminars. Second, we collected observational data at almost 250 seminars in 10 countries to quantify the attendance and question-asking behaviour of women and men in departmental seminars.

Using these two data sets, we asked three questions. First, we asked whether there was a gender disparity in the question-asking of audience members in academic seminars (Question 1). Using data collected in the survey, we asked academics whether they perceived a disparity in women’s question-asking in seminars (Q1a). We also used our observational data to describe women’s and men’s actual question-asking behaviour at seminars (Q1b). Second, we aimed to understand why there is a disparity in women’s question-asking in academic seminars (Q2). Using the survey data, we asked both women and men why they did not ask questions when they wanted to, and for those that thought there was a gender disparity in question-asking, we asked why they believed there to be a disparity (Q2a). Next, we used our observational data to identify factors associated with the disparity (Q2b). Finally, we aimed to explore ways of addressing the disparity (Q3). Based on preliminary findings from the first year of our observational data collection, we ran an experiment in two departments to manipulate the time given to questions, in an attempt to promote a gender balance in the audience’s question-asking (Q3a). We also asked the survey respondents what they thought could be done to ameliorate the gender disparity (Q3b).

Materials and methods

Online survey: Seminar participation and perceptions

The survey received ethical approval from the Science and Health Faculty Ethics Sub-Committee of the University of Essex. Participants declared their consent prior to participation and
could withdraw from the survey at any time or leave any question unanswered. After completion, participants were briefed about the purpose of the study and provided with contact information in case they wanted further details. No identifying information was collected during the survey, and all data were pooled prior to analyses. To ensure data privacy, the survey was administered through Qualtrics (from an institutional account at the University of Cambridge).

The survey was advertised via social media (Twitter, Facebook) and emails to relevant academic groups, and was active between 16th June 2016 and 22nd August 2016.

The survey asked for details on the participants (gender, academic subject, career stage, country), the structure of academic seminars at their institution (e.g., typical length of time for questions), and their own attendance and question-asking behaviour at seminars. Finally, we asked for their impression of any gender disparity in question-asking and potential reasons for it (for the full survey design see S1 File). We disguised our specific interest in a gender disparity by also asking whether question-asking behaviour was related to seniority, confidence, extraversion, and competence. Data on these distractor questions were not analysed in this study.

Observation of seminar participation

To determine the extent of the gender disparity in question-asking during academic seminars, we observed seminars and recruited colleagues through personal contact to do the same. Because these data were collected passively at public events, ethical approval was not needed (following https://memforms.apa.org/ap/a/cl/i/interest/ethics1.cfm). Observers were in the same fields as the authors (biology or psychology), chosen to represent as much geographic distribution as possible; they were based in 10 different countries and 35 different institutions. We solicited observers’ help by explaining the motivation for the study and our preliminary findings (see S2 File). In the end, more than 90% of people that were invited to act as observers reported observations. Data were collected opportunistically during seminars that the observers normally attended in their institutions and these seminars are therefore likely to be a representative sample of the broader experiences of academics.

We provided all observers with written guidelines prior to the start of their observations (see S2 File). During the initial period of observations at the University of Cambridge, two of us (AJC and DL) attended six seminars together but independently scored them. This yielded identical observations regarding the gender of the first person to ask a question and the total number of questions asked by each gender, and the counts of the audience numbers were within 0–2 people, suggesting that the guidelines are sufficiently specific for comparison across observers.

For each seminar, observers recorded: whether the speaker was an external visitor or affiliated with the hosting institution; the gender of the speaker; the start and end time of the presentation, and the start and end time of the question period after the presentation; the number of women and men in the audience; the number of questions asked by women and by men; and the gender of the person asking the first question. Each observer recorded the number of women and men among the faculty of the hosting department based on the teaching staff listed on the institution’s official website.

We recorded gender as perceived by the observer. This is likely to reflect the perception of other audience members, but we acknowledge that this may not match the target’s gender identity. As we wanted a measure of the potential opportunities for the visibility of each gender, observers recorded the total number of questions (including multiple questions from the same person), rather than the total number of different people asking questions. This is because after most talks, there is a limited amount of time for questions; multiple questions
asked by the same questioner therefore raises the visibility of that particular gender in proportion to the number of questions asked.

**Experimental manipulation of time given to questions**

We (AJC and DL) collected preliminary observations of question-asking from the University of Cambridge during the 2014–2016 academic years ($N = 62$, comprising 18, 18, and 26 seminars in each of three departments). These data indicated a correlation between the number of questions asked and the imbalance in questions, with the imbalance approaching 0 as more questions were asked (linear mixed effects model with department as a random effect: $\beta \pm \text{S.E.} = 0.02 \pm 0.009$, $t = 2.02$). Based on this preliminary finding, we hypothesised that we could increase the number of questions asked by women by increasing the amount of time devoted to questions after seminars. We thus designed a manipulation at two institutions to test whether decreasing the length of talks (and thus, theoretically, increasing the time allotted to questions) would lead to more equal question-asking from male and female audience members. While these seminar series previously had indicated to speakers that presentations should last for about 45 minutes, during the manipulation we asked speakers in the invitation email to plan for their talk “to last for 40 min with 20 min for questions. This format is designed to encourage a more discursive and inclusive question session in our department.”

**Data and analyses**

Our data and analysis scripts are available in the institutional repository of the Max Planck Society at https://dx.doi.org/10.17617/3.12. Our analyses were conducted in R v3.2.2. For each, we list the approach and specifications in the results below. Generalised and linear mixed models were analysed using the lme4 package [25]; because this package does not report $p$-values for linear mixed models, we considered $t$-values over 1.94 as statistically significant and report these below.

**Results**

**Descriptives**

In total, 600 people provided consent and started our online survey, and 518 (90%) recorded a response when asked their gender (the last question in the survey), including 303 (58%) women, 206 (40%) men, 4 transgender/non-binary, and 5 who preferred not to report their gender. We restricted our analyses to the responses of women and men given the small number of respondents who did not consider themselves within these categories, resulting in a sample of 509 responses for our analyses. Survey respondents were from the academic community: 2% were undergraduates ($N = 12$), 38% were post-graduates ($N = 192$), 20% were post-doctoral researchers ($N = 102$), 5% were research fellows ($N = 26$), 29% were faculty ($N = 150$), 5% were “other” ($N = 27$). The participants who completed the online survey were from 19 different countries (9 participants did not provide information about country) and 28 fields of study (28 participants did not provide information about field of study). The majority of respondents who indicated their field of study (74%; $N = 356$) were from the same fields as the authors of this study: biology and psychology.

Observational data were collected at 247 seminars, from 42 departments of 35 institutions in 10 countries. We retained the pilot data collected at the University of Cambridge and the seminars that were subject to the experimental manipulation, since we found no effect of our manipulation on the time given to questions (see below).
The current culture of academic seminars

We first aimed to describe the general patterns of academics’ attendance at and question-asking in departmental seminars. Overall, most people reported in the online survey that they attended seminars weekly ($N = 200, 35\%$) or fortnightly/bi-weekly ($N = 143, 25\%$). On average, there were 34 people in attendance at the seminars that were observed (range = 6–220, IQR = 25–46). The majority of seminars ($N = 113; 47\%$) started between 16:00 and 16:59, and attendance increased slightly for seminars starting later in the day compared to earlier in the day (generalised linear mixed model with department nested within the university as a random effect and a Poisson error structure for count data: $\beta \pm S.E. = 0.061 \pm 0.015, z = 4.19,$ $p < 0.001$). On average, we observed 6 questions (range = 0–24, IQR = 4.5–8) over 12 min of question time (range = 2–60, IQR = 10–17.5).

Gender differences in attendance and question-asking behaviour

There was no difference between men and women in self-reported frequency of attendance, $\chi^2(4) = 1.58, p = 0.82,$ or observed attendance (average proportion of women attendees = 0.51, range = 0.14–0.78, IQR = 0.43–0.59; t-test of whether the proportion is different from 0.5: $t (245) = 1.54, 95\% CI = 0.50, 0.53, p = 0.13$). However, fewer women than men were seminar speakers ($N_{female} = 100, N_{male} = 147$; exact binomial test of whether the probability of a female speaker is different to 0.5: observed proportion = 0.40, 95\% CI = 0.34, 0.47, $p = 0.003$). Seminars later in the day were attended by proportionally more women than those earlier in the day (linear mixed effects model with the proportion of women as the response, and hour of the day as the predictor, with department nested within the university as a random effect: $\beta \pm S.E. = 0.017 \pm 0.0055, t = 3.01$).

In general, men and women did not differ in their motivations for asking questions; approximately equal proportions of men and women reported being motivated by an interest in the subject (92\% of men; 92\% of women), the need for clarification (67\% of men; 64\% of women), the desire to act as a model for more junior academics (32\% of men; 31\% of women), or to establish a connection with the speaker (26\% of men; 30\% of women), $r's < 1.10, p's > 0.25$. However, approximately twice as many men (33\%) as women (16\%) reported being motivated to ask a question because they felt like they spotted a mistake, $t(362.2) = 4.61, p < 0.001$ (note: degrees of freedom adjusted due to violation of the assumption of homogeneity of variances, as indicated by a significant Levene’s test).

Most respondents reported that meeting a speaker informally was actively encouraged in their department ($N = 219; 42\%$) or required only contacting the host ($N = 185; 36\%$). However, men and women differed in their perceptions of the availability of a speaker, $\chi^2(3) = 14.50, p = 0.002$, with female respondents reporting twice as frequently as men that the speaker only met with relevant faculty (24\% of female vs 11\% of male respondents).

Q1: Is there a gender disparity in participation in academic seminars?

We aimed to quantify whether academics perceive a gender disparity in the proportions of men and women who ask questions in seminars, and whether this perception differs according to gender. Most respondents reported that gender played a role in who asked questions at seminars, reporting that they believed that men were more likely to ask questions ($N = 279 (58\%$); see Fig 1C). However, men and women differed in their endorsement of this belief; women reported more frequently than men that they believed there was a bias towards men asking questions ($N = 182$ women (60\%) vs. 97 men (47\%); $\chi^2(2) = 8.40, p = 0.01$).

These perceptions about a gender disparity in question-asking were borne out by the self-report data. Men and women differed in how frequently they reported asking questions, $\chi^2(4)$
Fig 1. The gender “disparity” in question-asking. A (a) scatter plot of the proportion of women in the audience plotted against the proportion of questions asked by women after a seminar, (b) a histogram of the size of the disparity at each seminar, and (c) a bar chart of the beliefs of each gender about whether there is a disparity. Panel (a) shows a visual representation of the disparity in the proportion of questions asked by women (i.e., the difference in the proportion of women in the audience and the proportion of questions asked by women). Points falling in the lower orange half of the plot indicate a disparity towards men, whilst points falling in the upper green half indicate a disparity towards women audience members. Indicated are two seminars that fall in different categories. The green arrow indicates a seminar with a bias towards questions from women, in which the proportion of women in the audience was 0.38, but the proportion of questions asked by women was 0.67. Conversely, the orange arrow indicates a seminar with a bias towards questions from men, in which the proportion of women in the audience was 0.78 but the proportion of questions asked by women was 0.40. Panel (b) shows the frequency at which the disparities were observed, with orange bins indicating seminars with questions disproportionately asked by male audience members and green bins indicating seminars with questions disproportionately asked by female audience members. In both panels, the red line indicates no disparity (i.e., the proportion of the women in the audience matched the proportion of questions asked by women). Panel (c) shows the proportions of female (green) and male (orange) respondents who indicated that they...
believed that men or women asked more questions in seminars, or that questions were asked equally by men and women.

https://doi.org/10.1371/journal.pone.0202743.g001

\( p = 21.71, p < 0.001 \); women self-reported asking questions less frequently than men (see S4 File). Despite this, the vast majority of respondents of both genders reported that they sometimes did not ask a question when they had one \((N = 277 \text{ women (91%); 189 men (92%); overall 92%)}.\)

We next examined whether the observational data substantiated these perceptions and self-reports of a disparity in women’s question-asking after seminars. To test whether the proportion of questions asked by women differed from the proportion of women present in the audience, we ran a two-tailed t-test comparing the difference in these proportions to 0 (no difference). Survey respondents’ (especially women’s) general belief that men ask more questions than women was supported by the actual behaviour observed in seminars: proportionally fewer women asked questions after seminars than would be expected given the proportion of women in the audience \((M = -0.19, 95\% \text{ CI} = -0.16, -0.22, t(245) = -12.55, p < 0.001, \text{ Fig 1A and 1B}).\) Put another way, male attendees were over two and half times more likely to ask a question than women attendees (odds ratio = 2.57) during the seminars that we observed.

**Q2: Why is there a disparity in question-asking behaviour?**

We next aimed to understand why there is a disparity in women’s question-asking at seminars. The vast majority of our online survey respondents (91% of women and 92% of men) reported sometimes not asking a question when they had one. We asked them what prevented them from asking a question in these cases on a Likert scale from 1 (not at all important) to 5 (extremely important). The results are summarised by gender in Table 1 (for detailed results, believed that men or women asked more questions in seminars, or that questions were asked equally by men and women.
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<table>
<thead>
<tr>
<th>Question, factor</th>
<th>t</th>
<th>df</th>
<th>p</th>
<th>Female M ± SD</th>
<th>Male M ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Couldn’t work up the nerve</td>
<td>-4.13</td>
<td>396.38</td>
<td>&lt;0.001</td>
<td>3.18 ± 1.34</td>
<td>2.65 ± 1.36</td>
</tr>
<tr>
<td>The speaker was too eminent/intimidating</td>
<td>-4.24</td>
<td>433.33</td>
<td>&lt;0.001</td>
<td>2.24 ± 1.10</td>
<td>1.83 ± 0.97</td>
</tr>
<tr>
<td>Not my field</td>
<td>-1.98</td>
<td>376.75</td>
<td>0.049</td>
<td>2.75 ± 1.16</td>
<td>2.53 ± 1.24</td>
</tr>
<tr>
<td>Worried that I was not clever enough to ask a good question</td>
<td>-4.63</td>
<td>405.13</td>
<td>&lt;0.001</td>
<td>2.93 ± 1.38</td>
<td>2.34 ± 1.36</td>
</tr>
<tr>
<td>Worried that I had misunderstood the content</td>
<td>-4.23</td>
<td>402.99</td>
<td>&lt;0.001</td>
<td>3.41 ± 1.17</td>
<td>2.95 ± 1.16</td>
</tr>
<tr>
<td>Not sure whether the question was appropriate</td>
<td>-3.78</td>
<td>399.79</td>
<td>&lt;0.001</td>
<td>3.20 ± 1.11</td>
<td>2.80 ± 1.11</td>
</tr>
<tr>
<td>I was meeting the speaker later / asked after the talk had ended</td>
<td>1.38</td>
<td>397.94</td>
<td>0.167</td>
<td>2.50 ± 1.22</td>
<td>2.66 ± 1.23</td>
</tr>
<tr>
<td>Not enough time</td>
<td>2.02</td>
<td>381.43</td>
<td>0.044</td>
<td>2.80 ± 1.13</td>
<td>3.03 ± 1.23</td>
</tr>
</tbody>
</table>

Presented are the factors; the results of a Welch two-sample t-test, including the t-value (t), degrees of freedom (df) and the p-value (p); and the means and standard deviations (M ± SD) of the responses of respondents who identify as women and men.

https://doi.org/10.1371/journal.pone.0202743.t001
see Table A in S3 File). Overall, men and women differed in their ratings of the importance of each reason for not having asked a question (Fig 2, dark circles; Table 1), except for the reason that they were meeting with the speaker after the seminar (not shown). For example, *not feeling clever enough to ask a question* was rated as more important by women ($M = 2.93, SD = 1.38$), than by men ($M = 2.34, SD = 1.36$) (Table 1; Fig 2). Women rated all the reasons as more important than men did (except for a lack of time, which men judged as more important than women) suggesting that women rated ‘internal’ factors as more limiting than men.

We coded the 106 open-ended responses to this question. Common responses included: worries and personal characteristics (e.g., being soft-spoken, unassertive, feeling unimportant,
feeling uncomfortable with the language; $N_{\text{male}} = 9$, $N_{\text{female}} = 17$); consideration for colleagues ($N_{\text{male}} = 11$, $N_{\text{female}} = 8$), the speaker ($N_{\text{male}} = 7$, $N_{\text{female}} = 3$) and the audience ($N_{\text{male}} = 3$, $N_{\text{female}} = 3$); not being picked by the moderator ($N_{\text{male}} = 1$, $N_{\text{female}} = 11$); someone else asking the question ($N_{\text{male}} = 7$, $N_{\text{female}} = 2$); not enough time (for all the questions, or to formulate own question; $N_{\text{male}} = 0$, $N_{\text{female}} = 8$); and fear of judgment from members of the audience (i.e., peers; $N_{\text{male}} = 2$, $N_{\text{female}} = 5$).

We also asked respondents who had indicated a belief that women ask fewer questions than men why they believe that women do not ask more questions. Women rated each reason we asked them about as more important than men did, except being intimidated by the speaker (Table 1; Fig 2; for detailed results, see Table B in S3 File). For example, women not feeling clever enough to ask a question was rated as more important by women ($M = 3.21$, $SD = 1.13$), than by men ($M = 2.57$, $SD = 1.17$) (Table 1).

Next, using our observational data, we examined potential predictors of a gender disparity in the questions asked after seminars. We used generalised linear mixed effects models with a binomial response, with questions from female audience members coded as cases, and questions from male audience members coded as noncases. To control for repeated measures, all models included the country, and the department nested within the institution as random effects. We did not include the observer as a random effect because most observers collected data within only one department within an institution.

We aimed to test the following fixed effects: the proportion of women in the audience (centred at 0.50), to estimate whether differences in the number of questions asked by women and men reflect differences in individual contributions rather than just their share of the audience; the gender of the speaker (female or male), to understand, for example, whether attendees might feel more comfortable asking a question of a person of the same gender; the gender of the first person to ask a question (female or male) to understand whether a social role model effect might occur within sessions (see below); the total number of questions asked (centred at the median of 6 questions) and the duration of the question time (centred at the median of 12 min) to understand whether perceived or real competition over asking one of the questions limited some individuals; the hour of the day that the seminar started (integer ranging from 10 to 18) as childcare needs differ throughout the day; the proportion of the permanent staff (faculty) in the host department who were female (centred at 0.50) to understand whether gender biases among individuals asking questions were associated with seniority; the number of attendees to understand whether the genders differed in their response to the size of the audience for their question; the field of study (broadly characterised as biology, psychology or philosophy, based on the department in which the talk took place) to understand whether differences in norms or gender roles in different fields influenced participation; and whether the speaker was internal (i.e., from within the department) or not to understand whether familiarity with the speaker influenced who asked a question. Unsurprisingly, there was covariation between the duration of the question time and the number of questions that were asked (generalised linear model with the number of questions as the response and a Poisson link: $\beta \pm \text{S.E.} = 0.029 \pm 0.0022$, $z = 13.03$, $p < 0.001$); we thus used the number of questions rather than the duration for questions, but found qualitatively similar results when using the number of questions asked (see below).

We also included a number of interactions that we predicted a priori could contribute to the disparity. Because gender differences in the speakers’ behaviour may induce different behaviour from the audience members, we tested whether the speaker’s gender also interacted with (a) the total number of questions asked and (b) the number of attendees to affect the gender disparity in the questions asked. In addition, because the first person to ask a question may set the “tone” for the subsequent (disparity in) questions asked, we investigated the interaction
between the gender of the first person to ask a question and (a) the total number of questions asked and (b) the gender of the speaker. Such social influence biases have been found in online interactions, where, for example, the tone of the first comment posted influences the tone of subsequent comments [26]. This resulted in a total of four interactions.

Because we had a large number of a priori predictors and our modelling approach was exploratory in nature, we used stepwise model simplification to obtain minimal models whose retained components significantly explained the variation in the response (the probability that a question was asked by a female audience member). We thus started with models that included a set of predictors (from those listed above, described below) and interaction terms, and then used backwards elimination of non-significant terms until a minimal model remained that explained the variation in the gender disparity in questions. Then, each dropped term was added back to the final model, one at a time, to check that it remained a non-significant predictor of the gender disparity.

In predicting the proportion of questions asked by women, we could not include the gender of the first person asking a question, since the first person biases the overall gender ratio of questions, in particular when only few questions were asked. We thus ran two sets of analyses using slightly different data and predictors in the starting models to account for this. The first model included the complete dataset and all fixed effects and interactions not including the gender of the first attendee to ask a question. The second model used a reduced dataset, with the first question removed, and included the gender of the first person asking a question as an additional predictor.

Using the complete dataset, we found that the probability that a question was asked by a female audience member was predicted by the proportion of the audience that was female, the proportion of female faculty in the department, the number of questions asked, the gender of the speaker, and whether the speaker was internal or not (Table 2; Fig 3). Using the baseline values of the minimal model (i.e. with the centred values of the continuous variables and the reference category of the categorical variables) the model predicted that the probability that a question was asked by a woman was 29%. The probability increased by 8% from this baseline (to 37%) when the speaker was male, and by 9% (to 38%) when the speaker was internal. The proportion of female faculty in the department had a positive effect on the proportion of questions asked by women in the audience, however this increase was relatively small—a 5% increase in the proportion of female faculty was associated with a 1.5% increase in the proportion of questions asked by women. Similarly, a 5% increase in the proportion of women in the audience resulted in a 1.6% increase in the proportion of questions asked by women. The more questions that were asked resulted in a greater proportion of questions asked by women; compared to the median number of 6 questions, there was a 3.2% increase in the proportion of questions asked by women when 10 questions were asked, and a 7.6% increase when 15 questions were asked. Under generous circumstances i.e. in a department with 50% female faculty, 50% women attendees, a male internal speaker and 10 questions, the minimal model predicts approximately equal numbers of questions from men and women (51% from women).

To deal with the problem of the gender of the first questioner influencing the gender ratio of questions asked, the second model predicted the probability of a question asked by women subsequent to the first question using a modified data set with the first question removed. For example, for a talk that had a male-first question, and totals of 3 questions from women and 5 from males, the new dataset had totals of 3 questions from women and 4 from males, reflecting the numbers of questions asked subsequently to the first one. Additionally, we removed any talks (N = 3) that had only one question—the first one. To control for the factors that affected the proportion of questions asked by women as found in the “complete” model above, our starting model for this second set included the main effects included in the “complete” model
of the first set, as well as the main effect of the gender of the first attendee to ask a question and the two interactions involving that effect.

Using the reduced dataset with the first question removed, we found an effect of the gender of the first person to ask a question (Table 2; Fig 3). Using the baseline values of the model (i.e. with the centred values of the continuous variables and the reference category of the categorical variables) the model predicted that the probability that a question subsequent to the first question was asked by a woman was 33%. When the first question was asked by a male audience member, the proportion of subsequent questions asked by women decreased by 6% (to 27%) compared to when the first question was asked by a woman. All other significant effects detected in the first complete model were retained as significant in the reduced minimal model.

Table 2. Predictors correlating with the proportion of questions asked by women.

<table>
<thead>
<tr>
<th>Data</th>
<th>Predictor</th>
<th>( \beta \pm \text{S.E.} )</th>
<th>( z )</th>
<th>( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete</td>
<td>Intercept</td>
<td>-0.89 ( \pm ) 0.13</td>
<td>-6.86</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Proportion of women in audience</td>
<td>1.61 ( \pm ) 0.53</td>
<td>3.04</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Proportion of women teaching staff</td>
<td>1.41 ( \pm ) 0.41</td>
<td>3.42</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>Total number of questions</td>
<td>0.038 ( \pm ) 0.013</td>
<td>2.92</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>Speaker gender: male(^a)</td>
<td>0.36 ( \pm ) 0.12</td>
<td>3.11</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Internal speaker: true(^b)</td>
<td>0.43 ( \pm ) 0.14</td>
<td>2.98</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Starting hour</td>
<td>-0.006 ( \pm ) 0.035</td>
<td>-0.18</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Number of attendees</td>
<td>0.002 ( \pm ) 0.003</td>
<td>0.84</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>Field: philosophy(^c)</td>
<td>0.12 ( \pm ) 0.21</td>
<td>0.56</td>
<td>0.574</td>
</tr>
<tr>
<td></td>
<td>Field: psychology(^c)</td>
<td>-0.07 ( \pm ) 0.16</td>
<td>-0.47</td>
<td>0.637</td>
</tr>
<tr>
<td></td>
<td>Male speaker(^a) \times \text{number of questions}</td>
<td>0.0062 ( \pm ) 0.025</td>
<td>0.24</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Male speaker(^a) \times \text{number of attendees}</td>
<td>-0.0053 ( \pm ) 0.0049</td>
<td>-1.099</td>
<td>0.27</td>
</tr>
<tr>
<td>Reduced</td>
<td>Intercept</td>
<td>-0.72 ( \pm ) 0.16</td>
<td>-4.49</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Gender of the first attendee to ask a question: Male(^c)</td>
<td>-0.30 ( \pm ) 0.13</td>
<td>-2.41</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>Proportion of women in audience</td>
<td>1.61 ( \pm ) 0.54</td>
<td>3.001</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Proportion of women teaching staff</td>
<td>1.29 ( \pm ) 0.39</td>
<td>3.30</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Total number of questions</td>
<td>0.038 ( \pm ) 0.014</td>
<td>2.68</td>
<td>0.007</td>
</tr>
<tr>
<td></td>
<td>Speaker gender: male(^a)</td>
<td>0.37 ( \pm ) 0.13</td>
<td>2.96</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Internal speaker: true(^b)</td>
<td>0.42 ( \pm ) 0.15</td>
<td>2.82</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Starting hour</td>
<td>0.013 ( \pm ) 0.035</td>
<td>0.38</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>Number of attendees</td>
<td>-0.00086 ( \pm ) 0.0029</td>
<td>-0.29</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Field: philosophy(^c)</td>
<td>0.17 ( \pm ) 0.19</td>
<td>0.86</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>Field: psychology(^c)</td>
<td>0.0016 ( \pm ) 0.016</td>
<td>0.010</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Male speaker(^a) \times \text{number of questions}</td>
<td>-0.0023 ( \pm ) 0.027</td>
<td>-0.088</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Male speaker(^a) \times \text{number of attendees}</td>
<td>-0.0083 ( \pm ) 0.0044</td>
<td>-1.87</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Male first question(^c) \times \text{total number of questions}</td>
<td>0.029 ( \pm ) 0.026</td>
<td>1.12</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Male first question (^c) \times \text{male speaker}(^a)</td>
<td>0.21 ( \pm ) 0.25</td>
<td>0.84</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Reported are the datasets used (see text for details), the predictor variables, their effect size and the associated standard error (\( \beta \pm \text{S.E.} \)), the \( z \)-value, and the \( P \)-value. The minimal model’s predictors are indicated in bold type. The terms added in the reduced model are indicated in italic. The values for the non-significant terms (i.e., that were dropped during the model simplification procedure), representing the effect size of the terms when they were added back individually to the minimal model, are reported for completeness.

\(^a\) Reference category: female.

\(^b\) Reference category: false.

\(^c\) Reference category: biology.

https://doi.org/10.1371/journal.pone.0202743.t002
Fig 3. The effects predicting the probability of question asked by a female audience member after departmental seminars. Plotted are the effects of (a) the proportion of attendees who were women; (b) the proportion of faculty in the department who are women; (c) the total number of questions that were asked; (d) the gender of the speaker; (e) whether the speaker was internal to the department (true) or not (false); and (f) the gender of the first person to ask a question on the proportion of questions asked by women after a departmental seminar. In each panel, the coloured boxes reflect the areas of disparity in the proportion of questions asked by women after a seminar, with the white area representing moderate to no disparity (proportion of questions from women = 0.50 ± 0.10), the orange area representing a disparity towards male audience members asking questions (proportion of questions from women < 0.4) and the green area representing a disparity towards female audience members asking questions (proportion of questions from women > 0.6). The predicted values are plotted in all cases to control for other effects. In panels (a)-(c), the predicted logistic relationship is plotted in grey with a transparent grey polygon indicating the standard error around the relationship. Likewise, in panels (d)-(f), the predicted values of the effects are plotted as black points with standard error bars.

https://doi.org/10.1371/journal.pone.0202743.g003
As reported earlier, there was significant covariation between the duration of the question time and the number of questions that were asked. When we included in the model the duration of the question time, instead of the total number of questions asked, it was a significant predictor of the proportion of questions asked by women in the reduced dataset ($\beta = 0.013 \pm 0.0063$, $z = 2.041$, $p = 0.04$) but not in the complete data set ($\beta = 0.010 \pm 0.0068$, $z = 1.51$, $p = 0.13$).

**Q3: Is there a way to address the gender disparity in question-asking behaviour?**

We asked the survey participants who had indicated that they sometimes do not ask questions how important several factors could be in encouraging them to ask their questions at seminars (Table 3; for detailed results, see Table C in S3 File). Respondents indicated that the factors most likely to encourage them to ask more questions were having more confidence ($M = 3.53$) and having an opportunity to ask the question in person ($M = 3.48$). The factors they thought least likely to encourage them to ask more questions were having a moderator ($M = 2.29$), or having a better moderator that engages the audience ($M = 2.60$). Women were more likely than men to think that all of the factors we listed would encourage them to ask more questions (Table 3).

Given our finding that having more questions results in a greater proportion of questions from women, it is of particular interest that neither men nor women who responded to the survey thought that it would be helpful to have a longer time to formulate questions; one-sample t-tests were significantly below the midpoint (of 3: “might help a bit”) for both men ($M = 2.52$, $SD = 1.00$), $t(186) = 5.85$, $p < 0.001$ and women ($M = 2.74$, $SD = 0.96$), $t(275) = 4.19$, $p < 0.001$.

It is possible, however, that people are not aware of factors that might actually be helpful. In order to uncover factors that could potentially be targeted to increase the number of women asking questions, we ran a series of multiple linear regressions on women survey respondents only, predicting how often they reported asking questions. First, we ran a model in which we entered (simultaneously) the five motivations for asking questions (see S1 File). Three motivations predicted women reporting to ask more questions: being interested in the subject, $\beta = 0.14$, $t(297) = 2.45$, $p = 0.02$; desiring clarification, $\beta = 0.12$, $t(297) = 2.13$, $p = 0.03$; and wanting to act as a model for more junior academics, $\beta = 0.26$, $t(297) = 4.54$, $p < 0.001$. Next, we tested a second model, in which we entered (simultaneously) three factors that are under departments’ control: how much time is provided for questions, how many people usually attend, and how easy it is to meet the invited speakers informally. The only factor that predicted women reporting to ask more questions was fewer people attending the seminar, $\beta = -0.25$, $t(297) = 4.36$, $p < 0.001$. Finally, we tested the extent to which the proportion of women faculty and women postgraduates (entered simultaneously) predicted women reporting to ask more questions, though this would obviously be difficult and time-consuming to change. Neither the proportion of women faculty, $\beta = 0.02$, $t(292) = 0.26$, $p = 0.80$, nor the proportion of women postgraduates, $\beta = 0.06$, $t(292) = 0.77$, $p = 0.44$, predicted women reporting that they would be more likely to ask questions.

Building on the findings from our pilot data that showed that the disparity decreased with a longer time dedicated to questions, we performed a manipulation that asked speakers to shorten their talks by 5–10 min in an effort to increase the proportion of questions from women. Over the two departments involved in the experiment, we collected data during 30 seminars, including 17 controls and 13 experimental seminars. Our manipulation was not successful: the duration of the time for questions was no longer in our treatment group than in
the control group. In fact, there was a significant interaction between the institution and the treatment; on average, the time dedicated to questions increased in one institution from 14 to 16 min, but decreased in the other institution from 10 to 7 min. However, when considering the departments separately, these changes were not significant ($p > 0.05$). Thus, unsurprisingly, our manipulation did not have an effect on the proportion questions asked by women (generalised linear model with experimental condition as the only predictor: $\beta \pm$ S.E. = $0.30 \pm 0.33$, $z = 0.90$, $p = 0.37$).

To further explore whether it is possible to manipulate the time dedicated to questions to increase the gender balance in the questions asked, we ran a post hoc linear model investigating whether shorter seminars led to longer question periods using our full sample of observational data. Surprisingly, across all observed seminars, we found no association between the length of the seminar and the length of the question time (generalised linear model with a Poisson error structure for count data with duration of talk as a predictor of duration of question time: $\beta \pm$ S.E. = $-0.002 \pm 0.002$, $z = -1.13$, $p = 0.26$). This result suggests that manipulating the talk duration would not result in a change in the time dedicated to questions. Therefore, the manipulation may have been more successful had we aimed to manipulate directly the time dedicated to questions rather than indirectly trying to affect this by manipulating the talk duration.

**Discussion**

The visibility of women role models at all career stages is important for redressing problems of the leaky pipeline. Our results add to a growing body of evidence showing that women are less visible than men, both conceptually and literally, in various scientific domains. Other studies have reported a similar bias in visibility, with men participating more already in school classrooms [23,27,28], at conferences [21,29], and public events [30]. Here, we report an underrepresentation in the literal visibility of women in a new domain: asking questions at departmental seminars. Our data show that a given question after a departmental seminar was more than 2.5 times more likely to be asked by a male than a female audience member, significantly misrepresenting the gender-ratio of the audience which was, on average, equal. These results are important because this gender disparity is observable particularly early in the career pipeline: junior academics are likely to observe the question-asking behaviour of the men and women in their department before they ever attend a conference, or become familiar with the researchers publishing in their area of interest. Below we briefly discuss the implications of our

---

**Table 3. Responses of a sample of academics who identify as male and female about what factors would encourage them to ask more questions after a seminar.**

<table>
<thead>
<tr>
<th>Question, factor</th>
<th>M ± SD</th>
<th>t</th>
<th>df</th>
<th>p</th>
<th>Female M ± SD</th>
<th>Male M ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>3.53 ± 1.28</td>
<td>-5.04</td>
<td>162.85</td>
<td>&lt;0.001</td>
<td>3.89 ± 1.16</td>
<td>3.08 ± 1.35</td>
</tr>
<tr>
<td>A chance to ask in person</td>
<td>3.48 ± 0.99</td>
<td>-2.67</td>
<td>169.48</td>
<td>0.008</td>
<td>3.59 ± 0.96</td>
<td>3.24 ± 1.01</td>
</tr>
<tr>
<td>Seniority</td>
<td>3.17 ± 1.26</td>
<td>-6.33</td>
<td>160.11</td>
<td>&lt;0.001</td>
<td>3.65 ± 1.17</td>
<td>2.65 ± 1.24</td>
</tr>
<tr>
<td>A longer time to formulate the question</td>
<td>2.68 ± 0.98</td>
<td>-1.67</td>
<td>177.42</td>
<td>0.096</td>
<td>2.74 ± 0.96</td>
<td>2.52 ± 1.00</td>
</tr>
<tr>
<td>Moderator doing a better job engaging whole audience</td>
<td>2.60 ± 1.14</td>
<td>-2.19</td>
<td>166.38</td>
<td>0.030</td>
<td>2.86 ± 1.11</td>
<td>2.52 ± 1.17</td>
</tr>
<tr>
<td>Nicer speakers</td>
<td>2.42 ± 1.04</td>
<td>-1.68</td>
<td>176.27</td>
<td>0.094</td>
<td>2.55 ± 1.02</td>
<td>2.32 ± 1.08</td>
</tr>
<tr>
<td>More welcoming host</td>
<td>2.34 ± 1.08</td>
<td>-2.16</td>
<td>179.09</td>
<td>0.032</td>
<td>2.53 ± 1.09</td>
<td>2.23 ± 1.05</td>
</tr>
<tr>
<td>Having a moderator to ask the questions</td>
<td>2.29 ± 1.14</td>
<td>-4.32</td>
<td>184.84</td>
<td>&lt;0.001</td>
<td>2.61 ± 1.10</td>
<td>1.98 ± 1.14</td>
</tr>
</tbody>
</table>

Presented are the factors; the means and standard deviations (M ± SD) of the responses (ordered from highest mean to lowest); the results of a Welch two-sample $t$-test for differences between the genders in their responses, including the $t$-value (t), degrees of freedom (df) and the $p$-value (p); and the means and standard deviations of the respondents who identified as women and men.

[https://doi.org/10.1371/journal.pone.0202743.t003](https://doi.org/10.1371/journal.pone.0202743.t003)
findings for women’s attrition in academia, before addressing some limitations of our study and recommendations for increasing women’s visibility at these events.

The lack of visible female role models asking questions at departmental seminars is likely to be both a symptom of the leaky pipeline and a cause of that same problem. As we explained earlier in this paper, research on role modelling suggests that having access to successful ingroup role models (e.g., women in senior levels of the academy) can be a key factor in determining what course of study or occupation a person will pursue [6,9], and, when people do not have first-hand experience in a particular domain, ingroup role models can signal whether a person would also be likely to achieve success in that domain [7,8]. In the case of academic seminars, then, the fact that our data show women asking disproportionately fewer questions than men necessarily means that junior scholars are encountering fewer visible female role models in the field. This lack of visibility of women during this type of regular academic interaction (the departmental seminar) is further compounded by women giving fewer talks at, and asking fewer questions at conferences [16,18,19], and women being less visible in the scientific literature as first and senior authors of scientific papers [10–13]. Given the importance of successful ingroup role modelling, we maintain that examining the visibility of female academics at local, departmental seminars is perhaps even more valuable than examining women’s visibility at later levels of the academic trajectory (e.g., publications or conference presentations) because junior scholars are much more likely to attend these departmental seminars, as a way of “seeing what it is like” in order to make the choice of whether to pursue an academic career. Following from social role theory, from early on in their academic trajectory, scholars may encode the relative lack of female role models as an indicator that the academy is not a place where women are successful or represented, and subsequently choose to opt-out of academic careers as a result. When this happens, it perpetuates the original problem of the leaky pipeline by causing women who might have otherwise advanced to senior level positions in academia to take alternate career paths, which means there will continue to be fewer women than men in those positions.

One possible alternative interpretation of the low proportion of questions asked by women in our observational data is that more senior audience members are more willing to ask questions after seminars, and the data could accurately reflect the gender discrepancy in the proportions of senior audience members. That is, there could be a confound between seniority and gender, and the effect we observe is an effect of seniority, not of gender. Because we did not expect our observers to be familiar with the seniority of the members of the audience of all of the seminars they attended, we did not collect data on the seniority of the attendees asking questions. However, two lines of evidence suggest that the disparity we observed is not due only to this. First, in our observational data we controlled for the proportion of female faculty members in the host department and, while this proportion significantly predicted the proportion of questions asked by women, variation remained that was explained by other factors in the models. Additionally, this effect was “shallower” than a direct relationship would predict, with a 5% increase in the proportion of women faculty predicting only a 1.5% increase in the proportion of questions from women. This may suggest that senior women asked proportionally fewer questions than their senior male counterparts, which is supported by our second line of evidence from the survey data. Men self-reported asking questions after seminars at higher frequencies than women at every career stage, suggesting that even amongst senior faculty men ask questions after seminars more frequently than women (see Figure A in S4 File). This finding is also consistent with one study of question-asking behaviour at conferences, which found that younger male attendees asked more questions than younger female attendees at the same rate as the entire sample of questions asked [21]. Together, these patterns suggest that seniority does not completely explain the pattern we observed in the gender disparity.
Our observational data suggested that, in addition to the proportion of women faculty mentioned above, several factors affected the proportion of women asking questions after seminars. The proportion of women in the audience had a significant positive correlation with the proportion of questions asked by women. Although this result is unsurprising, the magnitude of the effect was relatively small, with only a ~1.6% higher share of questions asked by women for a 5% increase in women in the audience. Based on the results of the survey that showed that women rated internal factors as more important in preventing them from asking a question than men, we suggest that the weakness of this effect may stem from women’s lower self-reported confidence when asking questions. Such an interpretation is further supported by the finding that a greater proportion of women asked questions when the speaker was from the department, suggesting that familiarity with the speaker may make asking a question less intimidating.

Contrary to our prediction, we found that when the speaker was male, a greater proportion of questions asked after the seminar were from women. We had predicted that the proportion of questions from women would be higher when the speaker was female. However, our results suggest that this was not the case and that men ask proportionally more questions of female speakers and/or women ask proportionally more questions of male speakers. One interpretation may be that men are less intimidated by female speakers than women are, and thus ask more questions when the speaker is female. Alternatively, or in addition to this interpretation, women may avoid “challenging” a female speaker, but may be less concerned for a male speaker.

The gender of the first person to ask a question was also correlated with the proportion of questions asked by women, with a greater proportion of women asking subsequent questions when the first question was asked by a woman compared to when the first question was asked by a man. A similar effect has also been observed at astronomy conferences [29]. We had included the gender of the first person to ask a question as a predictor because we believed that it may “set the tone” for subsequent questions. Our results suggest that this could be the case and may be an example of gender stereotype activation—where an individual behaves in a gender-stereotype consistent manner when a gender stereotype is activated [31,32]—with a male-first question immediately reinforcing gender stereotypes. This could affect not only women’s but also men’s behaviour after seminars, with women asking fewer questions and men asking more because of gender stereotypes in assertiveness and confidence. Alternatively, this association could arise because aspects we did not measure might have set an overall environmental tone influencing women and men to ask questions, with the first question being representative of any systematic bias in the subsequent questions. For example, it could be that because of internal factors women are only willing to ask questions in particularly stimulating situations, and in these situations, women will be both more likely to ask the first question, and to ask a greater-than-average proportion of questions. These alternative hypotheses result in the same prediction; an experimental approach is needed to tease them apart.

Several of these interpretations make connections between the self-report results, which focus on psychological factors, and the observational results, which focus on contextual factors. For example, we suggest that women’s self-reported lower confidence might explain why they ask more questions when the speaker is internal. It is important to note that, despite research showing that people generally know their own personality best [33], they may lack self-knowledge [34,35], be inaccurate [36]. or may not wish to reveal their true feelings. On one hand, men’s ratings of self-confidence may be low simply because they do not wish to report that they lack confidence. On the other hand, women may also not want to confirm stereotypes by reporting that they lack confidence, and their self-reports might be higher than reality. Thus, any comments on connections between the self-report and observational data are necessarily speculative.
Some recommendations

Given the problem of the leaky pipeline and the importance of the visibility of women for addressing this, we hope to provide some recommendations that could increase women’s visibility during these common events. First, however, we would like to make it clear that we do not place any blame on any party for the disparity that we observed in question-asking after seminars. Many men are not aware that men are asking proportionally more questions and most women identify internal factors as holding them back from asking questions. To the extent that participants’ self-reports are accurate, our results suggest that internalised gender stereotypes may be at least partly responsible for the observed disparity [37], both in men’s participation and women’s lack of it, and the problem can only be addressed by lasting changes in the academic culture that can help to break gender stereotypes and provide an environment which anyone can feel part of. However, until that time, our data suggest ways we could encourage more equal visibility of men and women, although we note that these recommendations have not yet been empirically tested.

Several of the factors that we identified as important to the proportion of women asking questions after seminars are not easily under a department’s control, and we therefore do not consider them as actionable recommendations. These include the proportion of women in the audience and the proportion of women in the department, the latter of which could be changed only over the longer-term. While the characteristics of the speaker are difficult to manipulate, we would encourage seminar organisers not to neglect inviting internal speakers and for moderators to be particularly conscious of bias when the speaker is female. However, it may be possible to change the number of questions asked and the gender of the first person to ask a question. Increasing the number of questions increased the proportion of questions asked by women. Given our manipulation, which failed to increase question time by decreasing the seminar duration, we recommend that, where possible, the question time be unlimited, to encourage more questions. This could be achieved through, for example, booking a seminar room for longer than one hour so that the next event in the room does not cut short the question time. Having said this, a longer time for questions may be a taxing requirement for the speaker after having given a seminar, and may also be undesirable to the audience members. Alternatively, keeping questions and answers short (e.g., through an explicit statement of this as the new department culture, or with the help of a skilled moderator) will allow more questions to be asked during a given question period, and could be an alternative method to allow a greater proportion of questions from women. Although we cannot be sure of the causative relationship between the gender of the first questioner on the disparity in the subsequent questions asked, we would recommend that, should the opportunity arise, a female-first question be prioritised. This is because (a) a female-first question was a good predictor of low disparity in the questions asked in our observational data and it is possible that gender stereotype activation is responsible for the observed difference and (b) by choosing a female-first question, a female-friendly environment may be fostered over time.

Generally, we feel that more could be done through active changes in speakers’, attendees’ and particularly moderators’ behaviour. Having an active, trained moderator may avoid those situations where one audience member seems to be “showing off” (which survey respondents claim to be the case quite often; \( N_{\text{male}} = 9, N_{\text{female}} = 10 \)) or is going off-topic, or a speaker who goes over time. In addition, moderators could be trained to see the whole room (location was mentioned as a factor by \( N_{\text{male}} = 2, N_{\text{female}} = 2 \)), and to maintain as much balance as possible with respect to gender and seniority of question-askers. In the open-ended survey questions, respondents complained that moderators call on people they know or more senior people, overlooking the rest (\( N_{\text{male}} = 3, N_{\text{female}} = 6 \)). Although it may seem fair to call on people in the
order that they raise their hands, doing so may inadvertently result in fewer women and junior academics asking questions, since they often need more time to formulate questions and work up the nerve. In our observational data, we did not record whether a moderator was present, and we did not record the gender of people who attempted to ask a question; our data cannot elucidate whether women asked fewer questions because fewer women raised their hand or because fewer women were chosen to ask a question. It is likely that the discrepancy results from a combination of both, supporting the potential benefits of an active moderator.

Women rated internal factors as more important in holding them back from asking a question, compared to men. To counteract this low confidence, it could help both women and men to provide a small break between the talk and the question period, which would give people time to formulate a question and try it out on a colleague, as well as providing the general benefits of allowing people who need to leave a chance to do so, and giving the speaker a small break.

Although these recommendations (which have yet to be tested empirically) were generated with the idea of increasing women’s visibility, they are likely to benefit everyone. It is not only women who are underrepresented in academia; aspiring and early career academics would also benefit from ethnic minorities being more visible.

Our results have implications for redressing the leaky pipeline in academia and indicate that without active steps, the various factors that contribute to women choosing other careers over academia are unlikely to change. Our results support a self-perpetuating feedback loop, where the absence of visible role models influences the behaviour of women in a way that is likely to increase their decision to leave, further reducing their visibility. However, our data show that women are not inherently less likely to ask questions when the conditions are favourable—there is no gender discrepancy when a woman asks the first question. Our suggestions should be seen as aims to create favourable conditions that remove the barriers that restrain anyone from speaking up and being visible.

Supporting information

S1 File. Survey questions and survey flow. The list of questions and the flow of the Qualtrics survey. (PDF)

S2 File. Instructions for collecting observational data. The instructions that were distributed to the observers who agreed to collect data at their local seminars. (PDF)

S3 File. Results tables A-C with detailed breakdowns of the survey data by gender. The tables show a more detailed breakdown of the survey data by gender than what is reported in the text. Included are tables that break down the answers to the questions about (1) why respondents sometimes do not ask questions when they have one; (2) if they believe that women ask fewer questions, why they think that women do not ask questions; and (3) factors they think may be important in encouraging women to ask questions after academic seminars. (PDF)

S4 File. The effect of seniority and gender on self-reported question-asking behaviour in seminars and associated Fig A. The results of linear mixed models are presented that test for relationships between survey respondents’ gender and seniority on their self-reported frequency of asking questions. A figure is also included that reflect these data. (PDF)
Acknowledgments

We have compiled a list of resources about various gender biases in academia (e.g., career progression, authorship, funding, awards...) on our project website: http://diversityinacademia.strikingly.com/. We welcome your help in building and maintaining this list, to benefit anyone who is interested in learning more about these issues. We thank the following people for generously attending seminars near them, counting people and questions, and staying until the very end, even if it took 60 min (listed alphabetically by first name): Aaron Weidman, Adrian Currie, Alan McElligot, Alexis May, Anne Charmantier, Anne Goldizen, Anne Pisor, Caroline Spence, Christine Webb, Corina Logan, Culum Brown, Danny Osborne, Dominique Knutsen, Elva Robinson, Federica Dal Pesco, Gabrielle Davidson, Geoff While, Gisela Kopp, Greg Brooke, Guy Cowlishaw, Harry Marshall, Helge Gillmeister, James Gilbert, Joey Cheng, Katie Laskowski, Kirsty MacLeod, Lara Aknin, Lauren Brent, Lauren Human, Matteo Rizzuto, Melanie Dahmhan, Naomi Langmore, Pierre-Olivier Montiglio, Sandra Binning, Sandrine Muller, Sharon Morein, Sonja Koski, Stefan Fischer, Stuart Semple, Teri Kirby, Theadora Block, and Wendy King. We also thank the reviewers and everyone who provided feedback on the preprint (https://arxiv.org/abs/1711.10985), which greatly improved the manuscript.

Author Contributions

Conceptualization: Alecia J. Carter, Dieter Lukas, Gillian M. Sandstrom.
Formal analysis: Alecia J. Carter, Dieter Lukas, Gillian M. Sandstrom.
Investigation: Alecia J. Carter, Alyssa Croft, Dieter Lukas, Gillian M. Sandstrom.
Methodology: Alecia J. Carter, Alyssa Croft, Dieter Lukas, Gillian M. Sandstrom.
Project administration: Alecia J. Carter.
Visualization: Alecia J. Carter.
Writing – original draft: Alecia J. Carter, Alyssa Croft, Dieter Lukas, Gillian M. Sandstrom.
Writing – review & editing: Alecia J. Carter, Alyssa Croft, Dieter Lukas, Gillian M. Sandstrom.

References


