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Abstract:

Unambiguous information about spatio-temporal exciton dynamics in three-
dimensional nano- to micrometre-sized organic structures is difficult to obtain
experimentally. Exciton dynamics can be modified by annihilation processes, and
different light propagation mechanisms can take place, such as active waveguiding
and photon recycling. Since these various processes and mechanisms can lead to
similar spectroscopic and microscopic signatures on comparable time scales, their
discrimination is highly demanding. Here, we study individual organic single crystals
grown from thiophene-based oligomers. We use time-resolved detection-beam
scanning microscopy to excite a local exciton population and monitor the subsequent
broadening of the photoluminescence (PL) signal in space and on pico- to nanosecond
time scales. Combined with Monte Carlo simulations we were able to exclude photon
recycling for our system, whereas leakage radiation upon active waveguiding leads to
an apparent PL broadening of about 20% compared to the initial exciton profile.
Exciton-exciton annihilation becomes important at high excitation fluence and
apparently accelerates the exciton dynamics leading to apparently increased diffusion
lengths. At low excitation fluences the spatio-temporal PL broadening results from
exciton diffusion with diffusion lengths of up to 210 nm. Surprisingly, even in structurally
highly ordered single crystals, the transport dynamics is subdiffusive and shows
variations between different crystals, which we relate to varying degrees of static and
dynamic electronic disorder.




Introduction:

Transport of excitation energy in assemblies of functional organic molecules is a key
process in e.g. organic solar cells and organic light-emitting diodes . In particular,
the exciton diffusion length, i.e., the distance over which energy can be transported, is
of great importance for device efficiency >*: While in solar cells a long transport
distance is desired to reach an interface for generation of free charge carriers, in light-
emitting diodes long transport distances can lead to unwanted non-radiative quenching
at defect sites. Precise measurements of transport distances and dynamics are
therefore required to be able to understand energy transport properties and to

ultimately optimize molecular assemblies for the desired functionality.

Currently, organic single crystals attract substantial attention as suitable building
blocks for new devices and applications %-13, In structurally highly ordered crystals
molecules are densely packed and thus feature reasonably strong electronic Coulomb
interactions. Hence, delocalised singlet exciton states form in which electronic
excitations are coherently shared by many molecules (coherent transport). However,
unavoidable electronic and structural disorder leads to a localisation of excitons. In
particular, at room temperature dephasing processes due to interaction with the local
environment occur on typical timescales of some 100 fs and rapidly attenuate coherent
transport by dynamically localising exciton wave functions. On pico- to nanosecond
time scales, relevant in the context of this work, energy transport then takes place as
incoherent hops between (more or less) delocalized exciton states '*18. To resolve
these complex energy transport processes direct measurements of transport distances
and diffusivities in single crystals would be ideal, yet, those are scarce and demanding.
For too high excitation densities such measurements can easily be misleading, since

several excitons within the exciton diffusion length can be created. Excitons can then



interact and annihilate (Fig. 1a), which yields an apparent increase in diffusion lengths
and prevents a precise characterisation of energy transport distances '*-21. A further
complication arises, because organic crystals are three-dimensional systems with
spatial dimensions of some tens of nanometres up to millimetres, and they possess
usually a higher refractive index than their surrounding media. In this situation, different
light propagation mechanisms can occur upon photoexcitation: First, active
waveguiding can take place (Fig. 1b). Photoluminescence (PL) emitted within a crystal
is reflected at interfaces of the crystal with e.g. a substrate or air. A fraction of light
remains confined within the structure and propagates over long (um to mm) distances
5622 Notably, we have recently demonstrated that an organic layer with a sub-
wavelength thickness of ca. 50 nm supports already active waveguiding 2. In addition
to such propagating waveguide modes, so-called radiative leaky waveguide modes
(Fig. 1b) leave the structure into the substrate in close proximity to the excitation
position 24, which can erroneously be attributed to energy transport. Second, photon
recycling can take place, which refers to re-absorption and re-emission of photons by
other (distant) molecules within a crystal (Fig. 1¢). This effect can be significant if the
PL quantum vyield is high and/or the absorption and PL spectra strongly overlap 2528,
Since all these processes (except waveguiding) often occur on similar time scales,
their discrimination and quantification become very challenging. The unambiguous
identification of these processes, however, is of key importance to extract correct

exciton diffusion lengths and to develop suitable design principles for novel structures.

To study energy transport in molecular assemblies, various indirect methods have
been applied to date 27, such as time-resolved exciton-exciton annihilation ¢, and PL
quenching at sensitisers or surfaces 2230, However, these methods have several

shortcomings: They are usually applied to large ensembles (films and solutions) and




thus average over disorder. Annihilation measurements on bulk samples lack direct
spatial information, i.e., we do not know where the annihilation process takes place.
Finally, quencher molecules or nearby surfaces perturb the system by deliberately
introducing defects. Only a few direct measurements of transport distances have been
reported. These techniques exploit that an initial, spatially defined exciton population
broadens in space due to energy transport. A simple approach uses static microscopy
to create an initial exciton population in a defined spatial region, e.g., by a diffraction-
limited excitation spot. The spatial broadening is detected by PL imaging and
ananlysed by comparing this PL image with the initial exciton population 31-35. Using
confocal microscopy with time-resolved detection-beam scanning 337, the spatial
broadening of the PL signal can be followed on pico- to nanosecond time scales. The
time resolution can be extended to the femtosecond range with transient absorption
microscopy 19:3839 The temporal information of these direct methods allows to rule out
waveguiding via leaky modes as broadening effect, since waveguiding occurs quasi
instantaneously with the speed of light. But the distinction between exciton transport,
annihilation and photon recycling requires a more careful design of experiments and
data evaluation.

Here, we report on the quantification of the spatio-temporal dynamics of energy
transport, annihilation and light propagation mechanisms in organic single crystals
based on thiophene-benzene-thiophene (3TBT) oligomers (see Fig. S1) 2240, These
crystals are grown as previously described and possess a well-defined elongated
geometry with the 3TBT oligomers being stacked cofacially along the long axis (y
direction, Fig. 1d) 2. This H-type assembly of 3TBT molecules should favour long-
range transport of excitation energy (singlet excitons) along the crystals’ long axis 32,
which, however, has not been detected so far. The crystals’ ym-scale dimensions and

high refractive index allow for efficient active waveguiding 2224, Moreover, the spectral




overlap between the absorption and PL spectra enables photon recycling. To
distinguish the different transport regimes and propagation mechanisms, we use
confocal PL microscopy combined with detection-beam scanning and time-correlated
single-photon counting, see Supporting Information (Materials and Methods). In
combination with Monte-Carlo simulations, we are able to distinguish and quantify all
transport/propagation mechanisms. We find that exciton diffusion represents the
dominant contribution to the broadening of the diffraction-limited excitation spot in
3TBT crystals on a pico- to nanosecond timescale, while waveguiding via radiative
leaky modes and photon recycling play only a minor role. Despite subdiffusive exciton
transport in our highly ordered crystals, we observe long energy transport lengths up

to 210 nm.

Results:

A widefield PL image of a representative 3TBT crystal with a width of 2.7 um and a
length exceeding 30 um is shown in Fig. 2a. The crystal shows a weak and relatively
homogeneous PL from its body and bright emission from its tip. This behaviour is
characteristic of active waveguiding of PL that is emitted within the crystal into

propagating waveguide modes and out-coupled at the crystal tip 2224,

Upon confocal excitation of the crystal at the position labelled with the green filled circle
in Fig. 2b, we observe two distinct emission spots: First, there is relatively weak
emission from the crystal tip (red dashed box), which results from active waveguiding
of PL created at the excitation spot. Second, we observe direct emission from the
excitation position (blue dashed box), which is clearly broadened along the crystal’s

long (y-) axis compared to the excitation profile (Fig. 2¢c and Fig. $2). We recently




attributed this broadening to result predominantly from short-distance (um) leaky-mode
active waveguiding into the substrate 2. However, based on the highly ordered H-type
arrangement of the 3TBT molecules with reasonable electronic Coulomb coupling of
about 320 cm™ '3, substantial exciton diffusion lengths are to be expected as well,
Moreover, 3TBT crystals feature strong spectral overlap between the absorption and
PL spectra with a substantial extinction coefficient of ~0.2 um! (Fig. S3 and Ref. 24),
which, in principle, enables photon recycling. Hence, there is a clear need to

discriminate between these transport/propagation mechanisms.

Photon recycling. We first address photon recycling by measuring PL lifetimes at
different positions, while the excitation remains fixed at the position labelled with the
green filled circle in Fig. 2b. We recorded the PL lifetimes from this excitation position
(blue dashed box) as well as from the crystal tip (red dashed box), which is 14 Hm
away from the excitation. The PL decay curves from both positions are identical and
show a lifetime of v = 0.35ns (Fig. 2d, see Fig. S4 for a second example). Photon
recycling would lead to increasingly longer PL lifetimes with increasing distance to the
excitation spot 2°2¢ due to delayed emission of (re-)absorbed and re-emitted photons.
Thus, we can rule out photon recycling as a significant propagation mechanism over
14 pm towards the crystal tip. Since the probability for photon re-absorption (and thus
re-emission) follows the Lambert-Beer law, photon recycling can not dominate the PL
broadening on a much smaller length scale below 1 um directly around the excitation
spot (Fig. 2c). To further corroborate this finding, we simulated photon recycling using
a kinetic Monte-Carlo ray tracing algorithm (Fig. $5). We indeed found only a very
small fraction of photons (< 3.4%) that is recycled over a distance of 14 ym (Figs. S6-

S8, Tab. S1). We can thus exclude photon recycling for our system.




Leaky-mode waveguiding. To quantify the contribution of leakage radiation into the
substrate in the vicinity of the excitation spot upon short-distance (um) waveguiding,
we performed a detection beam scanning experiment on the crystal shown in Fig. 2.
We kept the excitation position fixed and measured PL decay curves, while scanning
the detection position across the excitation position by some ym along the long crystal
axis. To avoid exciton-exciton annihilation, we used a low excitation fluence of 0.4
uJ/cm? and thus created only about 2.4 excitations/um along one t—stack of 3TBT
molecules. Fig. 3a shows the resulting normalised PL intensity distribution, I(y, t), as
a function of distance y relative to the centre of the excitation spot (y=0) and time f after
laser excitation. This distribution reveals a slight broadening of the PL signal along the
crystal’s long axis within one nanosecond.

Considering the timescale of this broadening, this cannot result from leakage radiation.
The latter propagates with the speed of light and can thus only affect the smallest
observable, instantaneous width of the PL profile at t=0, but does not account for
further spatio-temporal dynamics. Indeed, the instantaneous PL profile I(y,t = 0) has
a rather broad full width at half maximum (FWHM) of about 760 nm (Fig. S9).
Measuring the influence of leakage radiation on this instantaneous PL profile requires
two reference samples: A very thin sample and one with the same dimensions as the
crystal in Fig. 2a with identical refractive index, surface roughness, etc., but without
the ability of exciton diffusion. Such reference samples, however, are very difficult to
realise. Thus, we demonstrate the instantaneous broadening due to radiative leaky-
mode waveguiding using a Monte-Carlo ray trace algorithm that simulates PL profiles
at the excitation position for two crystals with different heights (Fig. $10): One has a
height of 2 um, which is similar to that in the experiment and features waveguiding; the
second crystal has a height of only 5 nm, and thus waveguiding and radiative leaky

modes are suppressed. Note that photon recycling was ‘deactivated’ in these
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simulations by setting the PL quantum vyield to zero (see SI). We find that the FWHM
of the PL profile at t = 0 is 20% broader for the thick crystal compared to the thin one
(Fig. $10). This effect is exclusively caused by the pm dimensions of the thick crystal
with accompanying leakage radiation upon waveguiding.

Exciton Diffusion. The pico- to nanosecond broadening of the PL intensity distribution
I(y, t) in Fig. 3a is attributed to exciton diffusion over many tens of nanometres 20.36.37,
That is, the initial exciton population, created by the excitation pulse, is transported
away from the excitation spot prior to (radiative) decay. We analysed the time-
dependent broadening of this I(y,t) distribution by calculating the mean-square
displacement (MSD) as a function of time. We used a reconvolution approach to
account for all instantaneous non-Gaussian broadening effects due to e.g. leaky-mode
waveguiding (see Sl for details). The measured spatio-temporal PL distribution (v, t)
is fitted by a convolution of the initial (non-Gaussian) profile I(y,t =0) and the

Gaussian probability density function for exciton diffusion G (y, t):

I(y,t) = 1(y,0) * G(y, 1). (1)

The Gaussian function G(y,t) results from the solution of the (time-dependent)
diffusion equation (see S!, section “Incoherent exciton diffusion model”), and the
variance of G(y,t) corresponds to the MSD reflecting the PL broadening due to
transport as a function of time. The evolution of the MSD for the data in Fig. 3a is
shown in Fig. 3¢ (red points). We observe a clear sub-linear behaviour, which is
characteristic of subdiffusive exciton motion. This indicates the presence of static and
dynamic disorder that increasingly slows down diffusion for longer times 10144142 g
found the same qualitative behaviour for 14 other single crystals (Fig. $11).

Subdiffusive motion can be modelled by fitting the MSD with a 1-dimensional model

14,41,43,44.




MSD(t) = At*. (2)
Here a is the diffusion exponent and A is the exciton hopping coefficient, which is
related to a time-dependent diffusivity via D(t) = %Aat“‘l. For normal diffusion, a=1,

the diffusivity becomes time independent. In contrast, for subdiffusive motion, a<1, a
time-dependent diffusivity D(t) arises, which results from a disordered energy
landscape with asymmetric hopping rates (see Fig. 1a). Both the exponent and time-
dependent diffusivity are determined by a fit to the data (Fig. 3c, red points, solid line).
The exponent is « = 0.59 + 0.03, which indicates subdiffusion. The analysis of in total
14 different crystals yields a distribution of diffusion exponents with a mean value of
a@ = 0.70+0.23 (Fig. 811). This variability of the exponent for different crystals is
remarkable, since these are usually considered to be highly defined. Our observation
thus underpins the intrinsic heterogeneous nature of organic self-assembled materials
36,37 The time-dependent diffusivity determined from the fit (Fig. 3d, red line) exhibits
a rapid decrease by more than one order of magnitude within the first nanosecond.
The initial high diffusivity is probably caused by fast relaxation between and within the
vibronic exciton bands to lower energy exciton states '44145-47and a subsequent
equilibration into a quasi-static diffusion within the inhomogeneously broadened
excited-state energy landscape of the crystal. Moreover, fast (sub-)picosecond
fluctuations of electronic interaction between molecules, induced by low-energy
phonon modes of the crystal, can contribute to rapid coherent transport in this initial
time window of our measurement 4849 Using the excited-state lifetime t = 0.35 ns (Fig.
3e, red), measured for this low-fluence excitation, we find here D(7) = 0.19 cm?/s (see
also Fig. S11).

The analysis of the MSD as a function of time also allows us to retrieve the exciton

diffusion length in this system using the square root of the maximum MSD, L, =




Jmax(MSD(¢)). From the measurement shown in Fig. 3a we find a diffusion length of
0.19 um. For the measurements on 14 crystals, we find that the diffusion lengths are
distributed around an average value of L;, = 0.17 4+ 0.02 um, and a maximum diffusion
length of 0.21 uym (Fig. $11). These exciton diffusion lengths are among the largest

reported for H-aggregated crystalline structures 282939,

Exciton-exciton annihilation. To characterize the influence of increasing excitation
fluence, and thus of exciton-exciton annihilation on the PL intensity distributions, we
conducted an additional detection-beam scanning measurement at a high fluence of
40 pd/ecm?, corresponding to 240 excitations/um (Fig. 3b). Notably, this measurement
was performed on the same crystal and at the same excitation position as that shown
in Fig. 3a. The presence of annihilation in our data is verified by the reduction of the
excited-state lifetime from = = 0.35 ns at low fluence to = = 0.28 ns at high fluence (Fig.
3e). Laser excitation generates an initial density of excitons within the excitation spot,
which can diffuse as well as decay radiatively and non-radiatively. Interaction between
excitons leads to annihilation, and thus to an additional decay channel with a
concomitant decrease in the PL-lifetime. Fig. 3b shows the normalized spatial PL
intensity distribution from the detection-beam scanning experiment at high fluence.
Compared to the low-fluence measurement, the intensity distribution broadens faster
and in a more pronounced way over the entire time range.

Following the same approach for the analysis of the PL broadening as above, we find
that the MSDs are systematically larger for each point in time as compared to the low
fluence experiment (Fig. 3¢, black dots vs. red dots). At high fluence the subdiffusive
behaviour is still clearly visible. Based on the 1-dimensional diffusion model, we find a
smaller diffusion exponent of a = 0.44 + 0.02, and a larger diffusivity, which steeply

decreases as function of time (Fig. 3d, black line). At the excited state lifetime 7 =
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0.28ns under high fluence excitation (Fig. 3e, black), we find D(z) = 0.67 cm?/s.
Moreover, the exciton diffusion length increases to L,= 270 nm, which, however, is
only an apparent increase. At higher fluence the mobility seems to be enhanced (larger
D(7)), but diffusion is increasingly hindered by annihilation (smaller ). Importantly, this
behaviour is not included in standard rate equation approaches for normal diffusion
commonly applied to model such data 351, see also Fig. $12.

To gain insight into the relationship between energetic disorder, annihilation as well as
the spatio-temporal dynamics of exciton diffusion, we performed kinetic Monte-Carlo
simulations (see Sl for details). For these simulations we averaged over 2000 energy
landscapes with random Gaussian energy disorder. The same realisations of energy
landscapes were used for both excitation densities of 2.4 excitations/um and 240
excitations/um as in the experiment. Our simulations in Fig. 4a-d reproduce all
experimental trends, i.e., a time-dependent broadening of the exciton distribution as
well as an apparently enhanced exciton mobility (and decreased diffusion exponent)
for high excitation densities. Notably, we were only able to reproduce our data, in
particular the high diffusion lengths in the subdiffusive regime, under the assumption
of incoherent hops of delocalised excitons. In other words, a combined coherent-
incoherent transport of excitons takes place, and a purely incoherent hopping from site
to site is not sufficient to model our data (see Sl, Kinetic Monte Carlo Simulation of
Exciton-Exciton Annihilation, for details).

The apparent enhancement of the diffusivity at high excitation fluence can be traced
back to the spatio-temporal behaviour of the annihilation probability: The Gaussian
excitation profile creates an initial Gaussian-shaped exciton population. The loss of
excitations due to annihilation is therefore highest in the centre of this distribution °
and at short times after laser excitation (Fig. $13). As illustrated in Fig. 4e, at early

times we find an annihilation probability of 96% for high fluence (while for low fluence
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itis only 22 %). Consequently, in the high fluence regime annihilation rapidly thins out
the exciton population in the centre of the initial distribution. In other words, the peak
exciton population is rapidly reduced, which ‘cuts off’ the peak of the PL-intensity profile
at short times and artificially broadens this initial PL profile in space. The annihilation
probability then decreases with time (Fig. 4e) due to annihilation, exciton diffusion and
(non-)radiative decay. Exciton diffusion spatially broadens the annihilation probability
with time (Fig. $13), which causes the PL intensity distribution to broaden further. This
spatio-temporal behaviour of the annihilation probability highlights the efficiency of
energy transportin our 3TBT crystals. Our simulations along with our experiments thus
reveal the origin of the apparently changed singlet exciton dynamics for increasing

excitation fluences.

Conclusion:

We studied the spatio-temporal dynamics of energy transport and light propagation
mechanisms in micrometre-scale 3TBT-based organic single crystals as a model
system. We focussed here specifically on transport/propagation processes along the
long axis of the crystals, which corresponds to the r-stacking direction of the 3TBT
molecules. Along this direction the Coulomb interaction between molecules is
strongest and thus (long-range) singlet exciton transport is most efficient. We used
detection-beam scanning methods in combination with kinetic Monte-Carlo simulations
to distinguish between photon recycling, radiative leaky-mode waveguiding, energy
transport and exciton-exciton annihilation. We excluded photon recycling as the main
effect of the broadened emission in 3TBT crystals, because it only accounts for 3.4%
of all detected photons. However, our study illustrates that photon recycling can be
significant in organic structures with a high PL quantum vyield and large overlap
between the PL and absorption spectra, which is typical for J-aggregates. Moreover,
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our simulations show that photon recycling is manifested in spatio-temporal data with
very similar characteristics as exciton diffusion. Leaky-mode waveguiding leads to
about 20% instantaneous broadening of the non-Gaussian emission profile at time t=0
of the spatio-temporal PL-intensity distributions. If not taken into account, this
mechanism therefore leads to a substantial overestimation of the total exciton diffusion

lengths determined by steady-state direct imaging methods.

Only the pico- to nanosecond temporal broadening of the spatial PL intensity
distribution in the 3TBT crystals can be unambiguously attributed to exciton diffusion,
if low excitation fluences are used to avoid annihilation. Under those conditions, we
found surprisingly large exciton diffusion lengths up to 210 nm, which we related to
combined coherent-incoherent transport, i.e., incoherent hopping of delocalised
exciton states. Exciton-exciton annihilation results in an apparent broadening of the
spatial PL-intensity distribution with increasing excitation fluence, and thus leads to an
overestimation of exciton diffusion lengths. Independent of the excitation fluence, the
temporal PL-broadening exhibits a clear subdiffusive behaviour during the entire time-
range. This observation is in contrast to standard rate equation approaches %0 that
assume normal diffusion for the short-time dynamics and a transition to subdiffusive
transport at later times. In general, subdiffusive behaviour results from intrinsic disorder
in organic structures. Since the structural arrangement of molecules, especially in
single crystals, is very well-defined, this disorder is very likely purely electronic in
nature and comprises both static and dynamic contributions. For instance, the degree
of side group crystallinity can vary locally, which spatially modulates excited-state
energy levels by providing locally slightly different (static) dielectric environments for
each 3TBT molecule. This effect has been shown to be relevant for e.g. P3HT
aggregates 2. Fast fluctuations of (groups of) side chains or vibrations, such as

(acoustic) phonon modes, contribute to dynamic electronic disorder. On the one hand,
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these fluctuations shift energy levels on fast time scales 14.53 (usually sub-picoseconds
at room temperature) via a time-dependent local dielectric environment. On the other
hand, these can induce fluctuations of the electronic coupling by modulating inter-
molecular distances #4849 Therefore, a deep understanding of all parameters that
dictate exciton transport must be obtained, which requires unambiguous resolution of
exciton dynamics in molecular assemblies. Our results highlight that quantification of
spatio-temporal exciton dynamics in nano- to micrometre scale organic structures
requires careful evaluation of different energy transport regimes and light propagation

mechanisms.

Supplementary Material:

See Supplementary Material for a description of materials and methods, of control
experiments, of kinetic Monte Carlo ray tracing simulations of photon recycling and
leaky mode waveguiding, and of kinetic Monte Carlo simulations of exciton transport

and annihilation.
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Energy

Emission

Waveguiding

Leaky Wavegulde Mode

Figure 1. Energy transport and light propagation mechanisms in organic single
crystals. (a) Exciton diffusion in a disordered energy landscapePhotogenerated
excitons can diffuse, annihilate or (radiatively) decay. . Horizontal lines represent
segments over which excitons (red circles) can be delocalized; the thick black arrows
indicate (incoherent and coherent) transport of excitons. (b) Active waveguiding of
photoluminescence created within the crystal: The crystal, with anisotropic refractive
index n, is surrounded by media with lower refractive indices (glass substrate: n1, air:
ns). If emitted light is reflected at an angle © larger than the critical angle for total
internal reflection, it is guided towards the crystal tip and then out-coupled. For angles
® smaller than the critical angle the emitted light can escape into the surrounding media
(radiative leaky waveguide modes). (c) Photon recycling: PL generated at time t=t1 is
re-absorbed during its propagation through the crystal, which can generate delayed
emission at t>t1. (d) Schematic illustration of the detection-beam scanning PL
measurements on a 3TBT crystal: The crystal is confocally excited at a fixed position
(light blue), while the detection position (red) is independently moved along the
crystal’'s long (y-) axis.
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Figure 2. (a) Widefield PL image of a 3TBT single crystal. (b) PL image of the same
crystal upon confocal excitation at the position marked with the green filled circle (within
the blue dashed box). The blue and red dashed boxes indicate the detection area for
PL decay measurements. (¢) Excitation (green) and PL emission profile (blue)
retrieved at the excitation position within the blue square in (b) along the long crystal
axis. (d) PL decay curves measured for a spatially fixed excitation (green circle in (b))
at the excitation position (blue) and at the tip of the crystal (red) after light propagation.
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Figure 3. (a, b) Normalized PL intensity distributions /(y,t) and their spatio-temporal
evolution for the 3TBT crystal in Fig. 2, measured along the long crystal axis for an
excitation fluence of 0.4 pJ/cm? (a) and 40 pJ/cm? (b). The white contour lines indicate
the time evolution of the full width at half maximum. Note that around t = 1 ns the PL
signal is already quite small so that the profiles appear to become narrower again. (c)
Temporal changes of the mean square displacements (MSD) calculated from a (red)
and b (black). The solid lines represent fits to a power law with a diffusion exponent a.
(d) Time-dependent diffusivities D(f), as determined from the fits to the MDS curves in
c. (e) PL lifetime curves determined from the distributions in a (red) and b (black) by

spatial integration.
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Figure 4. Kinetic Monte Carlo simulations of exciton diffusion and exciton-exciton
annihilation. (a, b) Simulated normalized PL intensity distributions and their spatio-
temporal evolution for an average over 2000 realizations of energetic disorder. The
initial excitation densities were 2.4 excitations/um (a) and 240 excitations/um (b). The
white contour lines indicate the time evolution of the full width at half maximum. (c)
Temporal changes of the simulated MSD (dots) from a and b, with power law fits (solid
lines). (d) Time-dependent diffusivities D(t). (e) Calculated probabilities for exciton-
exciton annihilation as a function of time.
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