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Abstract

The interaction between an AFM probe and a thin water film deposited over a flat substrate is studied using Molecular Dynamics (MD). The effects of the film thickness and of the probe radius on both the deformation height of the liquid interface, and the distance of the jump to contact at which the liquid comes in direct contact with the probe, are investigated. The dynamics of the surface deformation and the role of interface fluctuations are studied in details. The systems considered belong to the thin film regime described in a semi-analytical model previously established by Ledesma et al. (Langmuir 2013, 29, 7749-7757). MD simulations predict that for shallow films, both the distance at which the jump to contact occurs, and the surface maximal deformation height increase steadily with the layer thickness regardless of the probe radius, which is in agreement with the theoretical model proposed. The results also reveal that the deformation of the interface is localized under the probe’s apex, and that it is
highly subject to fluctuations which result in an instability of the deformation for the considered systems. The molecular approach hence points out the importance of fluctuations when it comes to the description of nanosystems involving soft interfaces. This unveils the needs for the establishment of thermal models to improve accuracy.

Figure 1: Snapshot of surface deformation for a liquid water film of thickness $E = 2.2$ nm in vacuum interacting with an AFM probe of radius $R = 10$ nm.

Introduction

Since 1986, Atomic Force Microscopy (AFM) has enabled to probe material properties such as elasticity, Hamaker constants and adhesion\(^1\). AFM measurements achieved up to a molecular resolution and can measure surface forces as low as $10^{-12}$ N\(^2\). The development of this tool has considerably accelerated the studies of surface topography\(^3\)\(^4\)\(^5\) and the characterization of liquid samples\(^6\)\(^7\)\(^8\). The AFM probe is attached to a cantilever. The positions of the probe and of the cantilever vary in response to a change in the sample’s surface topography. However when the distance between the apex of the probe and the sample surface gets too short and reaches a critical value, a jump-to-contact phenomenon in which the sample adheres to the probe, occurs\(^9\)\(^10\)\(^11\). This phenomenon is more pronounced in the case of soft samples when surface deformation is observed\(^12\)\(^13\)\(^14\).
In most situations, the wetting of the probe or its adhesion on the sample have to be avoided in AFM measurements, it is therefore necessary to understand and describe both the surface deformation and the jump to contact. Some models have been proposed to describe this phenomenon\textsuperscript{15,16} but they may lack adequacy at the lowest scale. Indeed, at a molecular scale, a particle’s environment resembles more a discrete set of particles than a continuous medium\textsuperscript{17}. Properties considered constant in continuous models may become heterogeneous, leading to a behavior of the matter that deviates from the theory. Thanks to the emergence of powerful computational facilities, the modelling of nano-systems has become possible\textsuperscript{18} thus allowing to verify and adjust theoretical models. Molecular Dynamics (MD) is a one of the most appropriate tool used for this purpose. Furthermore, its relevance in the description of the jump-to-contact phenomenon has already been pointed out\textsuperscript{19}.

This aim of this work is to provide a better understanding of the jump-to-contact phenomenon in the case of very thin films which are difficult to study experimentally. The atomistic vision provided by MD is fully relevant to study nano-systems. A molecular approach is therefore well suited to investigate the behavior of thin liquid films in AFM experiments. In this study, systems composed of AFM probes of various radii in interaction with liquid water films of various thicknesses, deposited over a flat substrate are modelled. The interface deformation and the jump to contact have been monitored through the simulation of the probe approach.

In the following, the radial surface deformation is noted $\eta(r)$, and the distance between the centre of the probe and the undistorted surface is noted $D$. The gap between the apex deformation and the surface of the probe in $r = 0$ is noted $\epsilon$ (see Figure 2). $D_{\text{min}}$ is the separation distance where the jump to contact occurs, $\eta_{\text{max}}$ the corresponding maximum deformation of the surface in $r = 0$, and $\epsilon_{\text{min}}$ the minimum gap between the deformed surface
Figure 2: Interaction between an AFM probe and a liquid film deposited over a flat substrate.

and the surface of the probe. The previously defined parameters are related by:

\[ D_{\text{min}} = R + \eta_{\text{max}} + \epsilon_{\text{min}}. \] (1)

In a first part, the continuous model describing the deformation of the surface along with the capillary wave theory describing the fluctuations of the interface, are detailed. The strategy adopted and the parametrical study carried to test the semi-analytical model at the nano-scale is then presented. Also, because fluctuations have been shown to have an important contribution in AFM measurements, a last part is devoted to the detailed analysis of the surface deformation and the rate of interface oscillations.

Theoretical approach

Continuous Model

The model proposed by Ledesma et al. to describe the surface deformation is applied to a system composed of an AFM probe in interaction with a water film deposited over a flat
substrate. Dispersion forces between the probe and the sample may cause a deformation of the soft surface\textsuperscript{1}. The deformation can be quantitatively determined via generalized Laplace equation which expresses the pressure difference across a curved interface while accounting for the effects of dispersion forces, surface tension, and gravity. Dispersion forces in the system occur between the probe and the liquid, and between the liquid and the substrate. The excess term corresponds to the potential energy difference between the perturbed and the unperturbed state. The expression of the interaction energy between two spheres of radius $R_1$ and $R_2$, and particle density of $\rho_1$ and $\rho_2$, whose centres are separated by a distance $C$ is given by\textsuperscript{22}:

$$U = -\frac{\pi^2 \rho_1 \rho_2 \lambda}{6} \left[ \frac{2R_1 R_2}{C^2 - (R_1 + R_2)^2} + \frac{2R_1 R_2}{C^2 - (R_1 - R_2)^2} + \ln \left( \frac{C^2 - (R_1 + R_2)^2}{C^2 - (R_1 - R_2)^2} \right) \right], \quad (2)$$

where $\lambda$ is the London-Van der Waals constant.

In the considered system, the interaction energy between the probe and a point in the liquid is obtained from equation (2). To this end, the probe is modelled as a sphere of radius $R_1 = R$ and the point of the liquid as a sphere of radius $R_2 \to 0$. The corresponding pressure is in energy per unit of volume:

$$P_{pl} = -\frac{4\pi \lambda \rho_1 \rho_2 R^3}{3} \frac{1}{[(D - \eta)^2 + r^2 - R^2]^{3/2}}. \quad (3)$$

Including the Hamaker constant of the probe over the liquid, $H_{pl} = \pi^2 \lambda \rho_1 \rho_2$, and neglecting the energy between the probe and the non deformed liquid interface, \textit{i.e.} $P_{pl}^{\infty} = 0$, the excess pressure applied by the probe over the liquid $\Pi_{pl}$ can be defined as:

$$\Pi_{pl} = P_{pl} - P_{pl}^{\infty} = -\frac{4H_{pl} R^3}{3\pi \left[ (D - \eta)^2 + r^2 - R^2 \right]^{3/2}}. \quad (4)$$

Similarly the interaction energy between the substrate and a point in the liquid can be obtained from equation (2) when the surface is considered as a sphere of infinite radius, \textit{i.e.}
$R_2 \rightarrow +\infty$. Using the system parameters and the Hamaker constant between the substrate and the liquid $H_{ls}$, the following pressure is obtained:

$$P_{ls} = -\frac{H_{ls}}{6\pi} \left[\frac{1}{(E + \eta)^3}\right]. \tag{5}$$

The expression for the undistorted state is given by:

$$P_{ls}^{\infty} = -\frac{H_{ls}}{6\pi E^3}. \tag{6}$$

Hence, the expression of the excess pressure $\Pi_{ls}$ applied over the liquid by the substrate reads:

$$\Pi_{ls} = P_{ls} - P_{ls}^{\infty} = -\frac{H_{ls}}{6\pi} \left[\frac{1}{(E + \eta)^3} - \frac{1}{(E)^3}\right]. \tag{7}$$

Finally, considering the excess pressure due to gravity, the final modified Laplace equation is obtained:

$$2\kappa\gamma = \Pi_{pl} - \Pi_{ls} - \Delta\rho g\eta, \tag{8}$$

where $\kappa$ is the deformation curvature, $g$ is the standard gravity, and $\gamma$ the surface tension.

Three distinct regimes can be reached depending on the considered liquid thickness $E^{21}$. These tendencies are delimited by two characteristic film thicknesses, $E_\gamma$ and $E_g$, related to the characteristic lengths $\lambda_C$ and $\lambda_F$. The capillary length $\lambda_C$ is the ratio of surface tension and the gravitational forces, whereas the characteristic film thickness length $\lambda_F$ is the ratio of the surface tension and the Hamaker’s forces. They are respectively defined as:

$$\lambda_C = \left(\frac{\gamma}{2\Delta\rho g}\right)^{1/2}, \quad \lambda_F = \left(\frac{2\pi\gamma E^4}{H_{ls}}\right)^{1/2}.$$ 

The expressions of $E_\gamma$ and $E_g$ proposed by the semi-analytical model are$^{21}$:

$$E_\gamma = \left(\frac{R^2 H_{ls}}{2\pi \gamma}\right)^{1/4}, \quad E_g = \left(\frac{H_{ls}}{2\pi \Delta \rho g}\right)^{1/4}.$$ 

The values of the characteristic lengths and characteristic film thicknesses for each modeled
systems are reported in Table 2.

Ledesma et al.\textsuperscript{21} established the following tendencies:

- Thin film regime is obtained for $E < E_\gamma$. In this regime $\lambda_F << \lambda_C$, the interaction of the substrate is dominant. The liquid behaves as a tiny drop or a thin film, depending on the type of wetting. The effects of the disjoining pressure are important\textsuperscript{23}. The action of the substrate over the interface dominates and balances the action exerted by the tip. $D_{\text{min}}$ and $\eta_{\text{max}}$ are independent of the value of tip radius but depend on the film thickness. The deformation of the interface is limited to a narrow zone, and exhibits high curvature.

- Bulk liquid regime is obtained for $E > E_\gamma$. In this regime $\lambda_F >> \lambda_C$, gravitational forces are dominant and tend to flatten the surface. The interface is no longer subject to the action of the substrate, deformation is less localized and of reduced curvature. Both $\eta_{\text{max}}$ and $D_{\text{min}}$ depend on the tip radius and are independent of the film thickness.

- For $E_\gamma < E < E_\gamma$, an intermediate behaviour is predicted. $\eta_{\text{max}}$ and $D_{\text{min}}$ are increasing functions of the film thickness and both tend towards a plateau value dependant on the tip radius.

AFM experiments were carried to test the model. Results showed good agreement with the theory for the bulk and intermediate regimes\textsuperscript{24}. The investigation of the thin film regime was however limited, due to difficulties in carrying AFM measurements on films having thicknesses of only a few nanometres. The aim of this work is to provide a better description of the thin film regime. In this aim, a parametric study was performed to evaluate the influence of the probe radius $R$ and the film thickness $E$ on the maximum deformation height $\eta_{\text{max}}$ and the jump to contact distance $D_{\text{min}}$. This will determine if the modelled systems follow the thin film regime tendency. The deformation profiles obtained from MD
simulations are then compared to those predicted by the continuous model, and the role of thermal fluctuations is evaluated. This will enable to access the accuracy of the continuous model at the molecular scale.

**Fluctuations of a liquid interface**

For very thin films as considered in this work, the fluctuations of the surface cannot be neglected because they have a strong influence on the instant film thickness. To quantify the effects of those oscillations, the capillary wave theory was adopted. This theory states that the oscillation of the interface results from the competition between the thermal agitation, that tends to increase the surface area, and the surface tension that acts to reduce it. The free energy associated to the fluctuations is expressed by:

\[
H_{\text{cap}} = \gamma \int \int d^2 A, \tag{9}
\]

where \(d^2 A\), the change in surface area, includes a non-planarity correction. The resulting deformation field can be expressed in Fourier’s space where capillary waves are represented by a sum of modes characterized by a wave number \(q\). Using a Fourier analysis and summing all the different modes, the standard deviation of the surface fluctuations reads:

\[
\sigma_{\text{cap}} = \sqrt{\frac{k_B T}{2\pi \gamma} \ln \left( \frac{q_{\text{max}}}{q_{\text{min}}} \right)}, \tag{10}
\]

where \(k_B\) is the Bolzmann constant, \(T\) the temperature, \(q_{\text{max}} = 2\pi / \xi\) where \(\xi\) is a typical molecular size chosen to be the average diameter of a water molecule \(\xi = 0.3\) nm, and \(q_{\text{min}} = 2\pi / L\) where \(L\) is the lateral dimension of the box whose surface is \(L \times L\), here \(L = 8.0\) nm. This results in an amplitude of fluctuation of \(\sigma_{\text{cap}} = 1.9 \times 10^{-1}\) nm. The amplitude of the fluctuations depends on the choices made for \(q_{\text{max}}\). However, because of the logarithm, the amplitude of fluctuations are not strongly affected by changes in the
wavelengths boundaries.

The standard deviation of the surface fluctuations was also quantified numerically by the mean of MD simulations, to assess the validity of this description at a molecular scale and its possible application to a distorted interface. This work focusing on very thin films deposited over a flat substrate, we also modelled the changes of fluctuations due to the substrate presence.

Molecular Dynamics strategy and method

Simulations premises

It has been previously demonstrated thanks to MD simulations that Laplace equation remains valid at nano-scale\textsuperscript{26}. In the present study, MD simulations are carried out to model the surface deformation and the jump to contact using the MD code LAMMPS\textsuperscript{27}. The simulation domain illustrated in Figure 2 consists in an AFM probe of radius $R$ and a liquid film of initial thickness $E$. The centre of the probe is at a distance $D$ of the undistorted liquid surface. The liquid is deposited on a wall acting as a substrate. In the MD simulations, this wall is modelled by a fictive surface with a given potential.

The liquid film is modelled with an extended simple point charge (SPC/E) water model. In this model, the oxygen atoms are assumed to be charged Lennard-Jones (LJ) particles and the hydrogen atoms as charged particles but without LJ interactions\textsuperscript{28}. The SPC/E model imposes constraints on the O-H bond length and on the value of the molecule’s angle. This constraints were applied with the SHAKE algorithm\textsuperscript{29}. The corresponding potential energy $U_{ij}$ between two atoms $i$ and $j$ separated by $r_{ij}$ is a $12/6$ LJ potential associated with
a Coulombic interaction:

$$U_{ij}(r) = 4\epsilon \left[ \frac{(\sigma)}{r} \right]^{12} - \left[ \frac{(\sigma)}{r} \right]^{6} + \sum_{i,j} \frac{q_i q_j}{r_{ij}},$$

(11)

where \((\epsilon, \sigma)\) are the LJ coefficients of the corresponding atoms. To speed up the calculation, a cut-off radius \(r_c\), classical tool in MD, is attributed to the potential. Above \(r_c\) the LJ potential is neglected. The potential is shifted to ensure that its value in \(r_c\) is 0. The Coulombian term is calculated by the P3M (particle-particle-particle mesh) method.

The substrate is modelled as an uncharged wall to which is attributed a 9/3 LJ potential, which corresponds to the LJ potential of a plane:

$$U(z) = \epsilon_{sub} \left[ \frac{2}{15} \left( \frac{\sigma_{sub}}{z} \right)^9 - \left( \frac{\sigma_{sub}}{z} \right)^3 \right].$$

(12)

A cut-off \(z_c\) is attributed to the potential over the \(z\)-axis. The Lennard-Jones coefficients \((\epsilon_{sub}, \sigma_{sub})\) are chosen in order to fit the potential of the substrate over the liquid described by equation (7).

The AFM probe is modelled as an uncharged sphere of radius \(R\) with the following potential:

$$U(r) = \frac{4 H_{pl} R^3 M_{H_2O}}{3 \rho_{H_2O} \pi \left( r^2 - (r + R)^2 \right)^3} + \frac{A}{r^{12}},$$

(13)

where \(H_{pl}\) is the Hamaker constant of the probe over the water, \(\rho_{H_2O}\) and \(M_{H_2O}\) the density and molecular mass of water respectively. The value of this potential is obtained by applying equation (4) to water, to which is added a repulsive component in which \(A = 1\ \text{kcal.mol}^{-1}\text{Å}^{12}\). A cut-off \(r_c\) is also attributed to the potential. \(r_c\) and \(z_c\) are chosen equal and as large as possible to ensure that the probe interacts with all of the liquid film. The probe/fluid potential has been implemented in the MD code in a tabular way.

The numerical value of the potential parameters are given in Table 1. The Hamaker con-
Constants were chosen in agreement with the material used in AFM components, more specifically the values of $H_{pl}$ and $H_{ls}$ correspond respectively to a silicon probe, and to a silicon substrate.

**Table 1**: Numerical values of parameters used for the different potentials

<table>
<thead>
<tr>
<th>Element</th>
<th>$\epsilon$ (eV)</th>
<th>$\sigma$ (Å)</th>
<th>$q$ (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_w^{30}$</td>
<td>$6.76208 \times 10^{-3}$</td>
<td>3.16556</td>
<td>-0.8476</td>
</tr>
<tr>
<td>$H_w^{30}$</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.4238</td>
</tr>
<tr>
<td>Substrate</td>
<td>0.01000</td>
<td>3.00000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hamaker constants</th>
<th>Cut-off values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{pl}$ (J)$^{21}$</td>
<td>$4.10^{-20}$</td>
</tr>
<tr>
<td>$H_{ls}$ (J)$^{21}$</td>
<td>$4.10^{-20}$</td>
</tr>
</tbody>
</table>

All simulations were carried in the $NVT$ ensemble at 300 K. Due to the small size of the simulation domain, evaporation effect were ignored$^{31}$. The timestep chosen was the femtosecond. In all the simulations, the probe was approaching the liquid surface at the speed of 0.01 nm each ps until the jump to contact occurs or surface deformation is observed.

**Parametric study**

The parametric study aims at evaluating the influence of the probe radius $R$ and the film thickness $E$ on the values of the jump-to-contact threshold distance $D_{\text{min}}$ and the maximum deformation height $\eta_{\text{max}}$. To this end, several systems were constructed in a simulation box of $5.704 \times 5.704 \times 8.0$ nm$^3$. Table 2 lists all modelled systems and their characteristics.

The tip radius is defined in the potential attributed to the probe, the change of radius is made by changing the potential value. There is therefore no constraint on the radius choice, the values are however taken in order to correspond with real AFM tip radii. The liquid film requires to be modelled atom by atom. Hence, due to the very long calculation
time of large systems, only relatively thin films have been considered. In comparison to the
different regimes described by Ledesma et al. in the semi-analytical model\textsuperscript{21}, the simulation
domains belong to the thin film regime or the beginning of the intermediate regime. The
characteristic thickness delimiting the end of the thin film regime $E_\gamma$ and the corresponding
characteristic length $\lambda_F$ were evaluated for each system, and are reported in Table 2. The
same values of the characteristic thickness delimiting the beginning of the bulk regime $E_g$ and
the capillary length $\lambda_C$ were considered for all systems and take the values: $E_g = 900$ nm
and $\lambda_C = 8.07$ mm.

<table>
<thead>
<tr>
<th>$R$ (nm)</th>
<th>$E$ (nm)</th>
<th>$N_{\text{H}_2\text{O}}$</th>
<th>$E_\gamma$ (nm)</th>
<th>$\lambda_F$ (nm)</th>
<th>Regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.1</td>
<td>1041</td>
<td>1.7</td>
<td>24.2</td>
<td>Shallow film</td>
</tr>
<tr>
<td>10</td>
<td>1.3</td>
<td>1312</td>
<td>1.7</td>
<td>33.8</td>
<td>Shallow film</td>
</tr>
<tr>
<td>10</td>
<td>1.6</td>
<td>1595</td>
<td>1.7</td>
<td>51.2</td>
<td>Shallow film</td>
</tr>
<tr>
<td>10</td>
<td>1.8</td>
<td>1825</td>
<td>1.7</td>
<td>64.8</td>
<td>Intermediary</td>
</tr>
<tr>
<td>10</td>
<td>2.0</td>
<td>2016</td>
<td>1.7</td>
<td>80.0</td>
<td>Intermediary</td>
</tr>
<tr>
<td>10</td>
<td>2.2</td>
<td>2055</td>
<td>1.7</td>
<td>96.8</td>
<td>Intermediary</td>
</tr>
<tr>
<td>1</td>
<td>2.2</td>
<td>2055</td>
<td>0.5</td>
<td>96.8</td>
<td>Shallow film</td>
</tr>
<tr>
<td>25</td>
<td>2.2</td>
<td>2055</td>
<td>2.7</td>
<td>96.8</td>
<td>Shallow film</td>
</tr>
<tr>
<td>50</td>
<td>2.2</td>
<td>2055</td>
<td>3.8</td>
<td>96.8</td>
<td>Shallow film</td>
</tr>
</tbody>
</table>

$R$: Probe radius; $E$: Film thickness; $N_{\text{H}_2\text{O}}$: Number of water molecules in the film;
$E_\gamma$: Shallow film regime characteristic thickness; $\lambda_F$: Characteristic film thickness length;

The influence of the film thickness $E$ and the probe radius $R$ on $D_{\text{min}}$ and $\eta_{\text{max}}$ was inves-
tigated in two steps. On the first step, simulations are carried at different film thicknesses
for a constant tip radius. On the second step, simulations are carried at a different probe
radii for a constant film thickness. The aim is to obtain the critical distance $D_{\text{min}}$ of the
jump to contact and the corresponding maximum interface deformation $\eta_{\text{max}}$ for each system.

As the threshold distance $D_{\text{min}}$ is dependant on the tip radius $R$, we considered the value
of $D_{\text{min}} - R$ for comparison purposes. This relative distance allows for the comparison of
results obtained at different film thicknesses and different tip radii. The maximum height deformation $\eta_{\text{max}}$, however, does not include the value of the tip radius it is therefore studied directly.

In this configuration, the interface is defined by the 98 oxygen atoms having the higher position over the $z$-axis. The reference value of the non-deformed interface is calculated at the beginning of each simulation. The positions of the tip and of the atoms describing the interface are exported every 0.5 ps, i.e. each 500 timesteps.

**Deformation profiles**

Besides the parametric study, the interface deformation profiles have been studied in further details. The deformation obtained in the MD simulations were compared to the deformation predicted by the continuous model\textsuperscript{21}. A relaxation time $\tau$ of the system is introduced\textsuperscript{14}:

$$\tau = \frac{R\mu}{\gamma},$$  \hspace{1cm} (14)

where $\mu$ is the viscosity and $\gamma$ the surface tension of the considered liquid (for SPC/E water at 300K, $\mu = 8.2 \times 10^{-4}$ Pa.s\textsuperscript{32} and $\gamma = 63.2$ mN/m\textsuperscript{33}). In the considered range of probe radii, the relaxation time is expected to be in $\tau \in [10^{-10}, 10^{-9}]$ s. Simulations show, however, that a few hundreds picoseconds are sufficient to observe a deformation. This deformation never reaches a steady state for it is constantly oscillating due to thermal fluctuations.

Deformation profiles studied by MD need to be averaged over time to smoothen the effects of fluctuations. This was achieved by averaging the oxygen atom positions over a 200 ps for a system of probe radius $R = 10$ nm and of film thickness $E = 2.2$ nm. With this time average, a comparison with the continuous model is possible. Method is the following: first select the molecules above the non-deformed interface, then cut the simulation box in cubes and
finally count the number of molecules in each cube. The value of the non-deformed interface is obtained by the Gibbs method. The height is obtained from the number of molecules multiplied by the volume of one molecule and divided by the surface of one cell. The size of the box for these simulations is $8 \times 8 \times 8$ nm$^3$. The profiles are obtained for distances close to the critical separation distance $D_{\text{min}}$, i.e. right before the occurrence of the jump to contact.

**Interface fluctuations**

This study aims at evaluating the influence of interface fluctuations on the jump to contact and the surface deformation. Indeed, due to thermal activity water is constantly moving. Its surface fluctuations can generate uncertainties on the evaluation of $D_{\text{min}}$ and $\eta_{\text{max}}$ which are defined using the value of the undistorted interface. Therefore, an evaluation of the fluctuations of both flat and distorted interfaces is made using data obtained from MD simulations using the following method.

A system containing an AFM probe and a 1.8-nm thin film containing 5046 water molecules is constructed in a $8 \times 8 \times 8$ nm$^3$ simulation box. This water film is equilibrated at a sufficient distance from the probe to prevent interference with it. Two simulations are then carried to evaluate the water interface fluctuations. In the first one, the probe remains far from the water film so that no interaction is observed. In the second one, the probe is approached at a distance $D_{\text{min}} = 12.2$ nm of the water film to obtain a maximum deformation of the interface. Dynamics are then run for 1 ns, the positions of the oxygen atoms being exported every ps i.e. each 1000 timesteps. The simulation box is then divided in cubes of $0.5 \times 0.5 \times 8$ nm$^3$, and the number of oxygen atoms in each cube are counted. Following this method a value of the interface height in different points can be obtained at each ps. The standard deviation of the height values thus giving the order of fluctuations of the interface in each cube, and the mean fluctuations of the whole interface.
Results and discussion

Parametric study

The value of the gap between the apex of the probe and the undistorted interface at the moment of the jump to contact, \( D_{\text{min}} - R \), and the corresponding deformation height \( \eta_{\text{max}} \) were evaluated for each systems. As previously mentioned, the systems modelled belong to the shallow film regime or the intermediate regime. Those two regimes are delimited by a characteristic thickness \( E_\gamma \) illustrated by the vertical lines on Figure 3.

![Figure 3: Influence of film thickness on (a) the gap \( D_{\text{min}} - R \) and (b) interface deformation \( \eta_{\text{max}} \) at the moment of the jump to contact for a system of probe radius \( R = 10 \) nm](image)

The influence of liquid thickness \( E \) on \( D_{\text{min}} - R \) and \( \eta_{\text{max}} \) is reported on Figure 3. Results show that for \( E < E_\gamma \), \( D_{\text{min}} - R \) and \( \eta_{\text{max}} \) are increasing with the film thickness. This result is in agreement with the previous findings of Ledesma et al. revealed on the continuous model\(^{21}\). For \( E > E_\gamma \), \( D_{\text{min}} - R \) and \( \eta_{\text{max}} \) are also observed to grow with the thickness, but in a less pronounced way. This is explained by the fact that these thicknesses correspond to the beginning of the intermediate regime, in which the increasing of \( D_{\text{min}} \) and \( \eta_{\text{max}} \) with \( E \) becomes less and less pronounced until it reaches a plateau value obtained for
the characteristic thickness $E_g$.

The influence of tip radius $R$ on $D_{\text{min}} - R$ and $\eta_{\text{max}}$ are reported on Figure 4. Results show that the value of $D_{\text{min}} - R$ and $\eta_{\text{max}}$ remain constant, with the considered uncertainty, with an increase of the probe radius. Those results are again consistent with the proposed model for the thin film regime\textsuperscript{21}. This is due to the fact that the apex of the deformation sees only the extremity of the probe, which appears to be close to flat for the radii considered.

Hence, most of the findings of the MD model are consistent with the continuous model proposed by Ledesma \textit{et al.}. The observed differences between the obtained values of $D_{\text{min}} - R$ and $\eta_{\text{max}}$ deriving from MD and those resulting from the continuous model are explained by the fluctuations of water. Indeed, the fluctuation of the liquid surface creates an instability of the deformation. The deformation is amplified or flatten by the fluctuations, resulting in an anticipated or retarded jump-to-contact. The values obtained for $\eta_{\text{max}}$ are slightly lower than the theoretical values for systems of similar thickness. Again this is attributed to the fluctuations of the interface which creates an instability of the deformation profile.
Another difference with the theoretical model is the lack of electrostatic charge on the modelled tip. Indeed, as the tip was assigned a Hamaker potential, only the influence of Van der Waals forces have been considered on the regard of electrostatic forces. Electrostatic forces result from long-range interactions, so it is likely that if the probe was composed of partially charged atoms or molecules it could have interacted more strongly with the liquid, especially if the considered liquid is polar like water. The study of the influence of electrostatic forces on the jump-to-contact phenomenon is an interesting outlook.

**Deformation profiles**

Surface deformation is caused by Van der Waals interaction between the probe and the liquid. Molecules at the apex of the deformation are more subject to the probe’s attraction and more likely to jump. Once the jump of the molecules occurred, the surface flattens then deforms again. Molecules jump successively on the probe, wetting the latter. Deformation of the liquid surface right before the jump to contact are presented on Figure 5 as a deformation density map and Figure 6 as a 1-D profile. Movies of both surface deformation and jump to contact are available in supplementing material.

The representation on the left of Figure 5 is obtained by averaging the positions of the molecules for 200 ps. The noise observed on the left-map comes from MD data. This density map is radially averaged on the right-map to be compared more easily to the continuous model. The deformation is localized under the apex of the probe, and its height consists of a few water molecules. These results are consistent with the theoretical model as can be seen on Figure 6 where a 1D representation of \( \eta \) as a function of \( r \) is obtained. This function is compared to the profile resulting from numerical solvation of the modified Laplace equation for the same parameters.
The MD profile and the one issued from the continuous model are very similar. The radial extent of both deformation profiles are restricted and situated under the probe for this system. This is consistent with the "localized tip effect" described by the model for the thin film regime. In the MD profile a negative value of $\eta$ is observed on both side of the deformation. This is a box effect explained by the periodic boundary conditions in molecular simulations. Water molecules feeding the deformation comes from the direct surroundings thus resulting in a lack of molecules in that area. Its height remains very small, less than the size of a water molecule, and it is believed that the tendency tends to disappear as the system tends to an equilibrium. MD profiles cannot be averaged over a higher period of time due to the instability caused by interface fluctuations.

**Interface fluctuations**

The fluctuation height of the liquid surface was evaluated by analysis of the MD simulations following the previously described method. A map of the fluctuations of the flat interface over 1 ns is obtained and represented in Figure 7. A map of the fluctuations of the deformed
Figure 6: Comparison of MD simulation results (red curve) and theoretical model (blue curve) for a system of probe radius $R = 10$ nm and $E = 2.2$ nm.

The interface over 1 ns is represented on Figure 8 along with the corresponding rough and radially averaged deformation profiles.

On Figure 7, it is observed that the interface fluctuations are quite homogeneous, differences observed in the map range over $5 \times 10^{-2}$ nm which is below the atomic bond length. The average fluctuation of the whole interface is $\sigma_{\text{MD}} = 1.47 \times 10^{-1}$ nm. The capillary wave theory predicts an amplitude of fluctuation of $\sigma_{\text{cap}} = 1.9 \times 10^{-1}$ nm, which is a close value from the one obtained numerically. The capillary wave theory therefore describes well the oscillations of the interface, even at a molecular scale.

On the figure 8, the fluctuations of the deformed interface are represented along with the corresponding interface deformation. The results obtained are similar to those of the flat interface \textit{i.e.} the fluctuations are homogeneous over the whole interface, and range over less
than 1 Å. It also interesting to point out that the amplitude of the oscillations are independent of the interface deformation. The evolution of fluctuation maps and the corresponding surface deformations over the 1 ns simulation by steps of 25 ps are available as supplementary material. An amplitude of fluctuations of about $1.5 \times 10^{-1}$ nm explains the behaviour of the deformation observed in MD simulations. The surface is alternately distorted and flattened due to thermal oscillations. This instability of the deformation can result in an anticipated or postponed jump to contact, which has been observed in the simulations.

**Conclusions**

MD simulations have been carried in the thin film regime to evaluate the influence of the liquid film thickness and the probe radius on the distance at which the jump to contact occurs and the corresponding maximum deformation of the liquid surface. Modelled systems belong to the shallow film regime previously described in a continuous model. Results show that, for the thin film regime, the evolution of $\eta_{\text{max}}$ and $D_{\text{min}} - R$ is steady with the increasing
Figure 8: Fluctuations map (bottom) and corresponding deformation profile rough (up left) and radially averaged (up right) of a deformed interface for a system with $E = 1.8$ nm and $R = 10$ nm over 1 ns.

of film thickness and independent of the probe radius. This evolution is less pronounced when entering the intermediate regime. This parametric study is therefore qualitatively in agreement with the model proposed by Ledesma et al. However, differences in the values of $D_{\text{min}} - R$ and $\eta_{\text{max}}$ are evidenced due to uncertainties highlighting the influence of the interface fluctuations.

A deformation profile of the liquid surface has also been obtained by averaging the position of water molecules over time. This profile has been compared to the solution of generalized Laplace equation for the considered system and a good agreement is obtained. A small and localized deformation of the order of a few water molecules is observed. This
deformation is subject to an instability created by the fluctuations of the liquid surface. A further study of the fluctuations shows that the oscillations of the interface are independent of the deformation and have an amplitude which can be described by the capillary wave theory for a flat system.

The MD approach retrieves the behaviour predicted by the continuous model. It points out, however, that for a more accurate description of the phenomenon occurring at nanoscale, fluctuations have to be taken in consideration in the models. Recent theoretical studies\textsuperscript{34} showed that coalescence is controlled by initial fluctuating regime which depends on capillary fluctuations of the interface. The fact that these fluctuations do not depend on the curvature or on the external force facilitates a predictive macroscopic theory of coalescence that takes into account the initial role of fluctuations in a consistent way.
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Supporting Information Available

The following files are available free of charge.

- surface_deformation.mpg: Film of the surface deformation obtained in MD (500 ps simulation) for a system composed of a 10 nm probe and a 2.2 nm water film.
- jump_to_contact.mpg: Film of the jump to contact obtained in MD (1 ns simulation)
for a system composed of a 10 nm probe and a 2.2 nm water film.

- fluctuations_deformed_interface.avi: Evolution of the fluctuation map for a distorted interface (1 ns simulation) for a system composed of a 10 nm probe and a 1.8 nm water film.

- deformation_profiles.avi: Evolution of the interface deformation corresponding to the previous evolution of fluctuation maps.

This material is available free of charge via the Internet at http://pubs.acs.org/.
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