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Mantle convection and plate dynamics transfer and deform solid material on scales of hundreds to
thousands of km. However, viscoplastic deformation of rocks arises from motions of defects at sub-
crystal scale, such as vacancies or dislocations. In this study, results from numerical experiments
of dislocation dynamics in olivine for temperatures and stresses relevant for both lithospheric and
asthenospheric mantle (800–1700 K and 50–500 MPa; Gouriet et al., 2019) are used to derive
three sigmoid parameterizations (erf, tanh, algebraic), which express stress evolution as a function of
temperature and strain rate. The three parameterizations fit well the results of dislocation dynamics
models and may be easily incorporated into geodynamical models. Here, they are used in an upper
mantle thermo-mechanical model of subduction, in association with diffusion creep and pseudo-brittle
flow laws. Simulations using different dislocation creep parameterizations exhibit distinct dynamics,
from unrealistically fast-sinking slabs in the erf case to very slowly-sinking slabs in the algebraic
case. These differences could not have been predicted a priori from comparison with experimentally
determined mechanical data, since they principally arise from feedbacks between slab sinking velocity,
temperature, drag, and buoyancy, which are controlled by the strain rate dependence of the effective
asthenosphere viscosity. Comparison of model predictions to geophysical observations and to upper-
mantle viscosity inferred from glacial isostatic adjustment shows that the tanh parameterization best
fits both crystal-scale and Earth-scale constraints. However, the parameterization of diffusion creep is
also important for subduction bulk dynamics since it sets the viscosity of slowly deforming domains in
the convecting mantle. Within the range of uncertainties of experimental data and, most importantly,
of the actual rheological parameters prevailing in the upper mantle (e.g. grain size, chemistry), viscosity
enabling realistic mantle properties and plate dynamics may be reproduced by several combinations of
parameterizations for different deformation mechanisms. Deriving mantle rheology cannot therefore rely
solely on the extrapolation of semi-empirical flow laws. The present study shows that thermo-mechanical
models of plate and mantle dynamics can be used to constrain the effective rheology of Earth’s mantle
in the presence of multiple deformation mechanisms.
1. Introduction

Mantle and lithosphere dynamics is a multi-scale process, in 
which the motion of defects at a sub-crystal scale induces defor-
mation at scales exceeding thousands of kilometers. Earth’s litho-
sphere deforms elastically at short time-scales, from milliseconds 
for seismic stress release (e.g. Melosh and Fleitout, 1982) to the 
several thousand years of glacial loading and unloading (e.g. Watts, 
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2001). Earthquake distribution in oceanic plates away from sub-
duction zones indicates that brittle failure is active at low pressure 
and temperature conditions (<1 GPa, <600 K; McKenzie et al., 
2005). On the time-scales of million years, viscous deformation 
over hundreds of kilometers is revealed by seismic tomography im-
ages showing deformed subducted slabs in the deep mantle (e.g. 
Kárason and Van Der Hilst, 2000). This deformation is essentially 
accommodated by viscoplastic processes allowing the flow of man-
tle rocks at high pressure.

Laboratory experiments have long investigated the deformation 
of olivine, the most abundant upper mantle mineral (∼60% in vol-
ume), to constrain its rheological properties, i.e. how it deforms 

https://doi.org/10.1016/j.epsl.2020.116243
http://crossmark.crossref.org/dialog/?doi=10.1016/j.epsl.2020.116243&domain=pdf
mailto:fanny.garel@umontpellier.com


2

Fig. 1. a) Results from dislocation dynamics simulations (Gouriet et al., 2019) with stress as a function of strain rate for temperatures ranging from 800 to 1700 K. b) Sigmoid
functions (erf, tanh, algebraic) used as fitting functions. They reproduce both the rapid increase at high strain rates and the asymptotic behavior towards zero at low stresses
and low strain rates. The data set is restrained to stresses lower or equal to 500 MPa. Given the shape of a sigmoid function, the parameterizations should not be extrapolated
at high strain rate and high stresses (shaded domain on Fig. 1b). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
under an applied stress. At high temperatures, ductile deformation 
through creep processes predominates. These processes involve the 
motion of crystal defects. At high stresses or strain rates, the mo-
tion of line defects across the crystal predominates, characterizing 
the dislocation creep regime (see review by Ashby and Verrall, 
1978; Hirth and Kohlstedt, 2003). At lower stresses and higher 
temperatures, the diffusion of point defects – vacancies – plays a 
major role. This diffusion creep regime is grain-size sensitive. Ex-
perimental data for dislocation creep in olivine point to a variation 
in mechanical behavior as a function of stress and/or temperature. 
The high-temperature data are classically adjusted using a semi-
empirical flow law in which strain rates depend on stress to a 
power n (power-law rheology; Bai et al., 1991; Hirth and Kohlst-
edt, 2003), whereas the low-temperature data is better described 
by a rheological parameterization in which strain rates depend ex-
ponentially on stress (e.g. Evans and Goetze, 1979; Demouchy et 
al., 2013).

Nevertheless, extrapolation of experimentally determined flow 
laws to nature is hindered by the fact that the strain rate range 
in the deformation experiments (>10−6 s−1) is at least 6 orders 
of magnitude faster than the strain rates expected in the convect-
ing mantle (∼10−20–10−12 s−1). Moreover, steady state is never 
achieved in the low temperatures experiments (Demouchy et al., 
2013; Thieme et al., 2018). Recently, the increased efficiency of 
numerical calculus allowed the development of numerical simula-
tions in which the dislocation dynamics in olivine, including both 
glide and climb, is explicitly modeled (Boioli et al., 2015). For the 
first time, these models calculated the interactions between dislo-
cation glide and climb in olivine at both laboratory and geological 
strain rates, avoiding extrapolation of the empirically-determined 
parameters. Recently, Gouriet et al. (2019) continued this task, es-
tablishing that the change in mechanical behavior associated with 
the “power-law breakdown”, which in these models occurs for 
applied stresses greater than 150 MPa, especially at low temper-
atures, is not due to a change from a climb-controlled to a glide-
controlled creep. They showed a continuity of dynamical processes. 
Strain is produced almost entirely by glide, but strain rates are 
controlled by climb. Variations in stress and temperature within 
a range relevant for both the lithospheric and the asthenospheric 
mantle (50–500 MPa and 800–1700 K) continuously impact the in-
teractions between climb and glide. The mechanical behavior can 
then be described by a unified semi-empirical flow law (Gouriet et 
al., 2019).

Constitutive equations of rocks rheology derived from deforma-
tion experiments usually express the strain rate as a function of 
the applied stress. However, it is often more convenient in nu-
merical models of geodynamics to express stress as a function 
of strain rate and temperature. The flow laws implemented in 
these models are parameterizations, partly based on deformation 
and diffusion experiments on minerals and rocks. The constants 
in these equations (e.g. activation volumes and energies) are ei-
ther derived directly from experimental data (e.g. van Hunen et 
al., 2000; Crameri and Kaus, 2010) or are assigned ad hoc values 
(e.g. Tackley, 1996). However, even in the first case, there are un-
certainties in the actual values of most rheological parameters in 
the mantle (pre-exponential constant, activation volume and en-
ergy for both dislocation and diffusion creep) as well as in other 
important parameters, such as grain size, hydrogen concentration, 
oxygen fugacity, etc. Moreover, numerical models implicitly extrap-
olate the crystal- or polycrystal rheological properties to the scale 
of model spatial resolution (usually larger than several hundreds 
of meters, e.g. Davies et al., 2011).

In this study, we derive several parameterizations based on 
the results of the dislocation dynamics simulations, in addition 
to the first one proposed in Gouriet et al. (2019) and implement 
these dislocation creep parameterizations, along with classical flow 
laws for diffusion creep and pseudo-brittle yielding, in a thermo-
mechanical model of upper mantle subduction. We analyze the 
effects of the rheological parameterizations on the feedbacks be-
tween slab sinking velocity, temperature, drag, and buoyancy and 
compare the subduction dynamics predicted by the different sim-
ulations to observational constraints on large-scale mantle dynam-
ics. This approach, which is complementary to inversion of rhe-
ological parameters from surface observations (e.g. Baumann and 
Kaus, 2015), shows how thermo-mechanical models of plate and 
mantle dynamics may further help constraining mantle rheology.

2. Methods

2.1. Parameterizing dislocation creep in olivine

We search for a mathematical formulation expressing stress 
solely as a function of strain rate and temperature and ensur-
ing mechanical consistency (strain rates should tend to zero when 
stress tends to zero). The parameterization should fit the most 
recent numerical deformation simulations for forsterite single crys-
tals obtained from dislocation dynamics models (Gouriet et al., 
2019). The data set, shown in Fig. 1a, corresponds to 49 strain rate 
values obtained from 150 numerical simulations performed at am-
bient pressure, for seven fixed applied differential stresses (i.e. the 
difference between maximal and minimal applied stress) between 
50 and 500 MPa (uniaxial loading) and for seven temperatures be-
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Fig. 2. The three sigmoid functions (Eq. (1) and (2)) with coefficients from Table S1 (Supplementary Material) are displayed for the seven temperatures corresponding to the
results of dislocation-dynamics calculations (Gouriet et al., 2019, colored markers as in Fig. 1) in a differential stress σd vs. uniaxial strain rate ε̇ graph. The insert shows a
zoom at high temperatures and high strain rates, in a range relevant for a deforming asthenospheric mantle, with dashed curves displaying the power-law fit (Eq. (3)) for
the five highest temperatures and with parameters from Gouriet et al. (2019), see section 2.1 for details.
tween 800 K and 1700 K. The shape of the mathematical functions 
used for the parameterization is constrained by: (i) an asymptotic 
behavior towards zero stress at zero strain rate; and (ii) the rapid 
increase of stress above a critical strain rate shown by the results 
from Gouriet et al. (2019), the latter being steeper as tempera-
ture increases. Sigmoid functions meet these criteria. We choose 
three different sigmoid functions: the error function erf (already 
presented in Gouriet et al., 2019), the hyperbolic tangent func-
tion tanh, and an algebraic function f (x) = (x/

√
1 + x2). They range 

from −1 to 1, are symmetrical relative to 0, and differ only at the 
transition between the asymptotic part and the steep increase, as 
they exhibit distinct curvatures (Fig. 1b).

Differential stress σd at each temperature is expressed as a 
function of strain rate ε̇ (shortening parallel to the direction of 
the applied compression), following

σd = A0
[
1 + SF

[
A1

(
log10(ε̇) − A2

)]]
(1)

with SF the sigmoid function, and A0, A1, A2 being three coeffi-
cients dependent on temperature. The formulation of Eq. (1) shifts 
the asymptotic limit to 0 as required. In a first step, the three co-
efficients A0, A1, A2 are calculated independently to best match 
the data at each temperature using a nonlinear least-squares solver 
using a trust-region-reflective algorithm based on the interior-
reflective Newton method (here the “lsqcurvefit” MATLAB solver). 
In a second step, the temperature-dependence of each coefficient 
is expressed as a first-order (A0, A1) or second-order (A2) polyno-
mial function in order to best fit the temperature-dependency of 
deformation:

A0(T ) = a0 + b0T

A1(T ) = a1 + b1T (2)

A2(T ) = a2 + b2T + c2T 2

with T the temperature in K.
Finally, the seven polynomial coefficients a0, b0, a1, b1, a2, b2, 

c2 are determined for the whole data set simultaneously with the 
“lsqcurvefit” MATLAB solver (with initial guesses from the fitted 
polynomial functions, followed by iterative least-squared fits). Ad-
ditional tests have been performed to ensure the robustness of the 
solution when excluding either the highest or the lowest tempera-
ture data.

Stress variation as a function of strain rate and temperature is 
fully described by the seven coefficients in Eq. (2). The best fitting 
coefficients (see Fig. 2) for the three different sigmoid functions 
(more than 98% of variance explained for all three parameteriza-
tions) are given in Supplementary Material Table S1. For stresses 
ranging from 150–500 MPa, which correspond to the steepest part 
of the curves, the three parameterizations are almost exactly su-
perimposed. On the other hand, at stresses below 150 MPa, the 
curves, and hence the predictions of the three parameterizations, 
differ as a consequence of the different curvatures (Fig. 1b). For in-
stance, the stress predicted for a strain rate of 10−15 s−1 at 1400 K 
is 1, 4, and 18 MPa for the erf, tanh and algebraic parameteri-
zations, respectively. The experimental data at 50 MPa are better 
adjusted by the erf and tanh parameterizations. The fit for all three 
parameterizations becomes poorer as both stress and temperature 
decrease, in particular below 150 MPa and 1100 K. Yet, the con-
ditions at which the fit is degraded are associated with very slow 
strain rates (<10−16 s−1). Note that the parameterizations are not 
constrained by DD simulations at stresses higher than 500 MPa: 
using them beyond this value is an extrapolation.

The unified creep parameterization of Eq. (1) is a continuous 
function of temperature and strain rate, applicable for dislocation 
creep at both low and high temperatures. It is a useful alterna-
tive to the double parameterization of plasticity depending on the 
temperature or stress range, which have been used in previous 
geodynamical models (e.g. Neves et al., 2008).

For comparison, the curves corresponding to a “classical”, high-
temperature power-law parameterization for dislocation creep

ε̇ = APLσd
n exp

(
− Edisl

RT

)
(3)

with pre-exponential factor APL = 5.27 10−29 Pa-n.s−1, n = 4.5, and 
activation energy Edisl = 443 kJ.mol−1 (Gouriet et al., 2019) are 
shown in the insert of Fig. 2. The expression of Eq. (3) also predicts 
an asymptotic behavior towards null strain rates at null stresses 
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Fig. 3. Subduction model set-up (10, 000 × 660 km box). The initial ages of the subducting and overriding plates at the trench are 40 Myr (see additional thermal and density
profiles in Supplementary Fig. S1). The weak layer is 7.5-km thick. The initial slab tip depth is 194 km, and the initial slab width is 96 km. See text for further details on
material properties.
and fits well the dislocation dynamics data at stresses lower than 
150 MPa. The tanh parameterization is the closest to the power 
law one at stresses below 50 MPa. Since the dislocation dynamic 
simulations were performed at ambient pressure, Eq. (1) does not 
feature any pressure-dependency, nor does Eq. (3), e.g. there is 
no activation volume. Depth-dependency of rheological flow laws 
arises from the increase of both pressure and temperature with 
depth, which are expected to at least partly compensate each other 
(see more details in sections 2.3 and 4.3). Hence, potential tem-
peratures T are used in Eq. (1) to calculate rheology for the whole 
mantle domain in our simulations at mantle pressures.

2.2. Set-up of subduction model

The three parameterizations for dislocation creep in olivine 
(Eq. (1)–(2)) are implemented in a 2-D numerical thermo-mechani-
cal model of subduction to quantify how they influence the dy-
namics in a subduction setting. The model geometry follows Garel 
et al. (2014), with cold subducting and overriding plates at the 
top of a 660-km deep (i.e. restricted to the upper mantle) and 
10,000-km wide domain (Fig. 3). The trench corresponds to the 
interface between the two plates and is free to move in response 
to their dynamics. It is initially located in the middle of the do-
main (X = 5, 000 km). The initial plate ages are zero at the left 
and right corner ridges. They increase linearly towards the trench, 
where both the subducting and the overriding plates have an age 
of 40 Myr. The initial temperature profile follows the half-space 
cooling model (Supplementary Fig. S1). The surface and bottom 
thermal boundaries are isothermal at Ts = 273 K and Tm = 1573 K, 
respectively. The sidewalls are insulating (zero heat-flux). The top 
boundary is a free surface; all other boundaries are free-slip. A 
hanging slab tip (with a bending radius of 250 km, extending down 
to 194 km depth) is prescribed to initiate free subduction.

“Mantle” properties are ascribed to most of the simulation do-
main, except for a 7.5-km thick low-viscosity layer located along 
the top of the subducting plate, which allows for mechanical de-
coupling between the two plates. Both mantle and weak material 
have densities in a range relevant for mantle peridotite, with ρs of 
3300 kg/m3 at Ts . The density decreases with increasing tempera-
ture T , following

ρ = ρs
[
1 − α(T − Ts)

]
(4)

with α the coefficient of thermal expansion (3 × 10−5 K−1).
The standard equations describing the conservation of mass, 

momentum and energy for an incompressible Stokes fluid under 
the Boussinesq approximation are solved within the Fluidity com-
putational modeling framework (e.g. Davies et al., 2011; Kramer et 
al., 2012). This finite-element, control-volume code is built upon 
adaptive, unstructured discretizations (e.g. Davies et al., 2007), al-
lowing to achieve a minimum element size of 400 m in regions 
of dynamical significance (in the present models, such mesh sizes 
are observed for instance in the decoupling layer), with coarser 
resolution elsewhere. The location of the decoupling layer, at the 
interface between the subducting and overriding plates, is tracked 
using a volume fraction approach; its evolution is described by a 
linear advection equation. In order to avoid excessive numerical 
diffusion from the weak layer into neighboring regions, the former 
is discretized on the control volume mesh using the minimally dif-
fusive HyperC face-value scheme (see Wilson (2009) for further 
details). We verified that the 7.5-km thick weak layer is well re-
solved, with near identical results obtained for simulations with a 
smaller minimum element size.

2.3. Composite viscosity and deformation partitioning

To solve the momentum equation, the rheological flow laws are 
implemented in Fluidity using a viscosity formulation. The effec-
tive viscosity μeff of the incompressible, isotropic material can be 
derived from rheological laws using (Gerya, 2010)

μeff = σII

2ε̇II
(5)

with σII the second invariant ( J2) of the deviatoric stress tensor 
and ε̇II the second invariant of the strain rate tensor defined in 
two-dimension as

ε̇i j = 1

2

(
∂vi

∂x j
+ ∂v j

∂xi

)
(6)

The viscosity is modeled as controlled by three deformation 
mechanisms: diffusion creep, dislocation creep, and pseudo-brittle 
mechanism (noted with the subscript “disl”, “diff ” and “br” re-
spectively in the following). The present approach considers that 
deformation is partitioned between the three coexisting deforma-
tion mechanisms (i.e. the individual strain rates add up; cf. chapter 
3 in Frost and Ashby, 1982): ε̇tot = ε̇diff + ε̇disl + ε̇br . Accordingly, the 
corresponding bulk composite viscosity, μ, is calculated through a 
pseudo-harmonic mean:

1

μ
= 1

μdiff
+ 1

μdisl
+ 1

μbr
(7)

with μdiff , μdisl , μbr the viscosities associated with each defor-
mation mechanism, as detailed below. Note that the composite 
viscosity corresponds to the lowest viscosity of the individual pro-
cesses when differences between them are large. In the present 
models, the composite viscosity is bounded by upper and lower 
values of 1018 and 1025 Pa.s. There is no compositional difference 
between lithospheric and asthenospheric mantle material. The lim-
its between slab/plate and surrounding asthenosphere arise and 
evolve naturally as a function of variations in the temperature and 
strain rate fields.

Following Moresi and Solomatov (1998), brittle failure at low 
pressure is approximated through the pseudo-brittle viscosity μbr

μbr = τy

2ε̇II
(8)

where τy is the yield strength derived from Byerlee’s law:
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τy = min(τ0 + fc P , τy,max) (9)

with τ0 the cohesion at the surface (2 MPa), fc the friction coeffi-
cient (0.2), P is the lithostatic pressure (P = ρs gz where ρs is the 
reference density for mantle rocks, g the acceleration of gravity 
and z the depth), and τy,max a maximum yield strength (10 GPa). 
The brittle strength of rock differs under extensive or compressive 
stresses, but in the present model, the pseudo-brittle viscosity μbr
only depends on the strain-rate second invariant ε̇II .

The viscosity in the diffusion creep regime is calculated as:

μdiff = A−1
diff exp

(
Ediff + P V diff

R(T + δT )

)
, (10)

with R the gas constant. The activation energy Ediff and the ac-
tivation volume V diff are set to 410 kJ.mol−1 and 4 cm3.mol−1, 
respectively. The formulation of Eq. (10) accounts for a pressure-
dependency, hence we also consider the depth-dependency of 
temperature by adding a δT to the Boussinesq temperature so-
lution, calculated from an adiabatic gradient of 0.5 K/km. Adiff is 
10−7 Pa.s, which corresponds to a constant grain size d ∼ 3 mm, 
calculated with a pre-exponential factor of 1.5 10−15 Pa−1.m3 for 
diffusion creep in dry olivine in Hirth and Kohlstedt (2003). These 
values yield a viscosity for an asthenospheric layer deforming by 
diffusion creep between 1020 and 1021 Pa.s (see Supplementary 
Fig. S2). Note that the depth-dependency of the diffusion creep 
viscosity accounts for both increasing lithostatic pressure P and in-
creasing temperature (T +δT ) with increasing depth in the mantle. 
Supplementary Fig. S2 illustrates that the two effects counterbal-
ance each other: diffusion creep viscosity calculated from Eq. (10)
is almost depth-independent in the convective upper mantle.

The viscosity associated with deformation by diffusion (μdiff ) 
or dislocation creep (μdisl) is calculated using Eq. (5). For dislo-
cation creep, we implement Eq. (1) directly into Eq. (5) equating 
the differential stress and the uniaxial strain rate to the second 
invariants of deviatoric stress and strain rate tensors, respectively. 
This is a first-order approximation, which considers the rock as 
an isotropic material with a scalar (and not a tensor) viscosity. 
Moreover, deformation experiments (Eq. (1)) are often conducted 
under uniaxial loading (whereas stress is multidirectional in our 
2-D models), and the differential stress (Eq. (1)) is different from
the deviatoric stress (Eq. (5)) since the minimal applied stress
is different from the mean stress (e.g. Schmalholz et al., 2019).
The relationship between differential stress (Eq. (1)) and the sec-
ond invariant of the deviatoric stress tensor (Eq. (5)) is given by
Schmalholz et al. (2019) in 2-D: σd = 2σII; and by Gerya (2010)
in 3-D: σd = √

3σII ≈ 1.7σII . The relationship between uniaxial
strain rate to the second invariant of the strain rate tensor is
ε̇ = 2/

√
3ε̇II ≈ 1.2ε̇II (Gerya (2010)). Implementing these correc-

tions would lead to slightly smaller (by less a factor 2) mean 
viscosity for all three parameterizations, whereas the discrepancies 
between them are much larger (Fig. 4).

The weak layer deforms only by “yielding” with a reduced fric-
tion coefficient of 0.02 and its viscosity is capped at 1020 Pa.s. The 
weak layer properties revert to “mantle” properties below 200 km 
depth. The simulation is first run for a short time (<0.3 Myr) with 
only diffusion creep and “yielding” rheologies to generate non-zero 
strain rate and velocity fields that is identical for all simulations. 
The dislocation creep rheology (either tanh, erf or algebraic param-
eterization in Eq. (1)) is then introduced in the calculation of the 
bulk viscosity.

The partitioning of the deformation between the different 
mechanisms is calculated using the individual strain rates asso-
ciated to each deformation mechanism:

ε̇y = μ

μ
ε̇tot
y

Fig. 4. Vertical profiles of the dislocation creep viscosity under a 40-Myr old litho-
spheric plate (temperature profile shown in Supplementary Fig. S1), assuming a
constant strain rate of 10−15 s−1. The viscosity μdisl is either calculated from 
combinations of Eq. (1), (2) and (5) (sigmoid functions erf, tanh or algebraic, see
section 2.1) or from power-law expression in Eq. (13). The parameterization of the
power-law cases is similar to the one used in Garel et al. (2014), with an activation
energy Edisl of 540 kJ.mol−1, an exponent n of 3.5, a pre-exponential factor APL of 
4.4 10−17 Pa-ns−1 and a additional temperature term δT calculated using an adia-
batic gradient of 0.5 K/km. The activation volume is either 0 (black curve), 6 (red
curve) or 12 cm3.mol−1 (blue curve). Also shown is a case with no additional tem-
perature term, i.e. adiabatic gradient of 0 K/km, and null activation volume (green
curve).

ε̇diff = μ

μdiff
ε̇tot (11)

ε̇disl = μ

μdisl
ε̇tot

We verify that the total strain rate equals the sum of all individual 
strain rates calculated in Eq. (11), consistently with the expres-
sion of the composite viscosity in Eq. (7). The individual strain 
rates are not used in the resolution of the conservation equations, 
which refers only to the bulk composite viscosity and the total 
strain rate. The expressions of Eq. (11) are solely used to discuss 
deformation partitioning. We consider that one mechanism domi-
nates when its viscosity is much lower than the other two (<20%), 
which corresponds to a strain rate much higher (>80%) than these 
associated with the two other mechanisms. Equivalent deforma-
tion for all three mechanisms is not observed in our simulations. 
We quantify the deformation partitioning between the two coex-
isting creep mechanisms as the percentage of dislocation creep in 
total deformation pdisl:

pdisl = ε̇disl

ε̇diff + ε̇disl
(12)

3. Results

3.1. Subduction dynamics

Snapshots of the temperature, strain rate, and viscosity fields 
(top, middle and bottom panels, respectively) for each of the three 
dislocation creep parameterizations: erf, tanh, and algebraic (left, 
center and right columns) at the point when the 1300 K slab 
isotherm reaches 400 km depth are presented in Fig. 5. This point 
in the simulation is characterized by a rapid sinking of the slab in 
the upper mantle, before the descent is hampered by the bottom 
boundary at 660 km. The three parameterizations lead to distinct 
subduction dynamics, with the slab reaching 400 km depth in 0.7, 
5.0, and 11.9 Myr, for the erf, tanh, and algebraic parameteriza-
tions, respectively. A quantitative comparison of key subduction 
diagnostic features is provided is Table 1. Although the average 
temperature in the asthenosphere is the same in all three cases, 
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Fig. 5. Snapshots of the temperature (top) strain rate (middle) and viscosity (bottom) fields in a domain surrounding the subducting slab when the 1300 K isotherm reaches
400 km depth for simulations using the three different dislocation creep parameterizations: erf (left), tanh (center) and algebraic (right). The dashed green lines show the
cross section along which profiles are extracted in Fig. 6. The isotherms are drawn 100 K apart (white lines), the black line is the 1300 K isotherm.

Table 1
Quantitative comparisons between the simulations with either of the three dislocation creep parameterizations
(erf, tanh, and algebraic) when the slab (isotherm 1300 K) reaches 400 km depth, corresponding to Figs. 5, 6 and
7. The diffusive length is calculated with a thermal diffusivity of 10−6 m2.s−1.

ERF TANH ALGEBRAIC

Time (Myr) 0.7 5.0 11.9

Associated diffusive length (km) 5 13 19
Width of slab at 350 km
(distance between 1500-K isotherms)

113 126 141

Minimum slab temperature at 350 km depth (K) 586 854 1034
Subducting plate velocity (cm/yr) 223 5.1 1.5
Mean asthenosphere viscosity (Pa.s) below 200 km
depth (averaged for temperatures >1500 K)

8.0 1018 2.2 1020 3.8 1020

Slab mean viscosity below 200 km depth (T < 1300 K) 4.5 1024 3.2 1024 2.4 1024
the thermal structure of the cold slab varies: slab width and ther-
mal structure are influenced by thermal diffusion, the magnitude 
of which depends on the elapsed time and, hence, on the slab 
sinking velocity. As a consequence, by the time the fast-sinking 
erf slab reaches 400 km depth, its thermal structure has only been 
slightly modified, whereas the temperature contrast between slab 
and asthenosphere has been smoothed in both tanh and algebraic
parameterizations. The strain rate field also reflects the distinct 
subduction dynamics: in the erf simulation, large strain rates in 
the asthenosphere far away from the slab (about 10−13 s−1) arise 
in response to the strong viscous drag induced by the rapidly 
sinking slab. Strain rates in the asthenosphere are ∼100 times 
smaller in the tanh and algebraic simulations, the latter exhibiting 
the smallest strain rates. Asthenosphere viscosities (bottom panel 
of Fig. 5) are in the same order of magnitude for tanh and alge-
braic cases (∼1020 Pa.s), but significantly lower for the erf case 
(<1019 Pa.s).

Horizontal profiles of temperature, strain rate, and viscosity at 
350 km depth for the three simulations at the times shown on 
Fig. 5 are presented in Fig. 6. The profiles are located so that the 
cross-section is far away from both the slab tip and the base of 
the surface lithospheric plate. The slab is visible on the thermal 
profiles as colder temperatures in comparison to the surrounding 
asthenosphere, which has an average temperature of 1573 K. The 
asymmetrical temperature profile in the erf case is inherited from 
the initial surface plate thermal structure, as opposed to the sym-
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Fig. 6. Temperature (top), strain rate (middle) and viscosity (bottom) horizontal pro-
files across the slab at 350 km depth when the slab isotherm 1300 K reaches
400 km depth. The profiles are drawn between X = 4800 km and X = 5500 km
(dashed lines in Fig. 5) for the three simulations (erf, tanh and algebraic), with filled
circle markers located in the asthenosphere close to the slab as shown in Fig. 5.

metrical thermal profiles in the tanh and algebraic cases, which 
have been smoothed by thermal diffusion (Fig. 6, top panel). The 
coldest temperature in the slab is related to the time elapsed since 
subduction started. It is 584 K for the erf slab that has subducted 
to 400 km depth in 0.7 Myr old, 854 K for the tanh slab that has 
subducted to 400 km depth in 5 Myr, and 1034 K for the alge-
braic slab that has subducted to 400 km depth in 12 Myr. The cold 
slab core is the least deformed region (Fig. 6, middle panel). The 
contrast in strain rate and viscosity between the slab and the sur-
rounding asthenosphere depends strongly on the parameterization 
and is not solely a function of spatial variations in temperature (cf. 
top and middle/bottom panels in Fig. 6). As already highlighted in 
Fig. 5, asthenospheric strain rates in the erf case (up to 10−12 s−1) 
are up to three orders of magnitude higher than in the tanh and 
algebraic cases (10−16–10−15 s−1). The erf simulation presents a 
thick undeformed cold slab core (characterized by strain rates of 
10−18 s−1), and a fast deforming asthenosphere (strain rates of 
10−13 s−1). A region in the mantle wedge strongly deformed by 
viscous drag is visible on the right side of the slab in Figs. 5 and 6
for all simulations. Strain rates in this layer are the highest in the 
erf simulation and the lowest in the algebraic case, the latter ex-
hibiting the weakest contrasts in strain rate and viscosity between 
slab and asthenosphere. The viscosity profiles further illustrate the 
combined influence of the strain rate and temperature. The dis-
crepancy between asthenospheric viscosities (∼1018–19 Pa.s in the 
erf case and ∼1020-21 Pa.s in the other cases) reflects the variation 
in strain rates between the three simulations.

3.2. Partitioning of deformation between dislocation and diffusion creep

The partitioning of deformation between the different mecha-
nisms considered here (diffusion or dislocation creep, or pseudo-
brittle yielding – see partitioning definition in section 2.3) is pre-
sented in Fig. 7, in a similar way as in Cizkova et al. (2007), 
Garel et al. (2014) and Bessat et al. (2020), even if the latter 
only highlight the mechanism yielding the minimum viscosity 
rather than their relative importance. Pseudo-brittle yielding only 
dominates near the surface and at the subduction interface. For 
the erf parameterization, deformation occurs almost everywhere 
by dislocation creep only, except for the cold core of the slab, 
which is at the maximum cut-off viscosity. In contrast, for the 
algebraic case, deformation in most of the asthenosphere man-
tle occurs dominantly through diffusion creep; dislocation creep 
only predominates within and around the cold slab. In the tanh
case, both dislocation and diffusion creep contribute to deforma-
tion in most of the asthenosphere and dislocation creep prevails 
within and around the slab, as well as in most of the lithosphere-
asthenosphere boundary. Comparing Figs. 5 and 7 allows us to re-
late the differences in asthenospheric viscosity between the three 
parameterizations to changes in the dominantly activated deforma-
tion mechanism: the low viscosity in erf simulation results from 
the strain rate dependence of dislocation creep, which leads to 
weakening in presence of high strain rates, whereas the high vis-
cosity in the algebraic simulation reflects the lack of strain rate de-
pendence in a medium deforming dominantly by diffusion creep. 
However, the same asthenospheric viscosity can arise from differ-
ent combinations of rheological parameterizations: similar viscosi-
ties (∼1020 Pa.s) are produced by activation of both creep pro-
cesses in tanh simulation and by dominant diffusion creep in the 
algebraic case.

The strain rate and temperature conditions at which strain rate 
is equally partitioned between dislocation and diffusion creep at 
350 km depth for each of the three parameterizations are depicted 
in Fig. 8. Note that this partitioning depends on the chosen dif-
fusion creep parameters (e.g. grain size). The evolution of strain 
rate as a function of temperature (Fig. 8) highlights the sensitivity 
of deformation partitioning to both diffusion and dislocation creep 
parameterizations in the convecting asthenosphere, whereas Fig. 2
showed only the dislocation creep sensitivity. For the rheological 
parameterizations used in this study, diffusion creep prevails at 
low strain rates, and dislocation creep prevails at high strain rates. 
At low temperature, the three dislocation parameterizations pre-
dict similar behaviors. However, the predictions diverge for tem-
peratures higher than 1100 K (i.e. at conditions prevailing in the 
asthenosphere and at the base of the lithospheric plates). For ex-
ample, at 1550 K and 350 km depth, the strain rate required for an 
equal partitioning between diffusion creep and dislocation creep is 
2*10−18 s−1 for the erf case, 9*10−16 s−1 for the tanh case, and 
10−14 s−1 for the algebraic case. Thus, dependency of the effective 
viscosity on strain rate, through the activation of dislocation creep, 
appears at much lower strain rates in the erf case than in the al-
gebraic case. This difference results solely from the mathematical 
parameterizations (Eq. (1)).

The initial asthenosphere strain rate and temperature condi-
tions (3 × 10−16 s−1, 1573 K) for a point at 350 km depth at the 
time when dislocation creep is “switched on” in the simulations 
(cf. section 2.2) is indicated as a black square in Fig. 8. For these 
strain rate and temperature conditions, the amount of deformation 
accommodated by dislocation creep is pdisl = 87, 24, or 2% for the 
erf, tanh, or algebraic parameterizations. The partitioning evolves 
through time, with colored dots in Figs. 5, 6, and 8 locating the 
conditions at the time when the slab reaches 400 km depth. The 
differences in deformation partitioning have been enhanced: the 
contribution of dislocation creep in the near-slab asthenosphere is 
larger in all simulations. The contribution of dislocation creep is 
larger, both in terms of magnitude and of volume of material, in 
the erf case (pdisl = 99%) than in the tanh (pdisl = 73%) and al-
gebraic (pdisl = 15%) cases, explaining the contrasted deformation 
maps in Fig. 7. The differences between the three parameteriza-
tions, already visible in Fig. 2, are obvious from Fig. 8: either for 
the initial or later times in the simulations, the deformation occurs 
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Fig. 7. Maps of deformation mechanisms as a function of local strain rate and temperature conditions, representing the deformation partitioning between the different
deformation mechanisms. Mechanisms are indicated depending on their respective contributions to total deformation (see section 2.3 for details). The spatial domain is the
same as in Fig. 5, for the three simulations: erf (left), tanh (center) and algebraic (right). The minimum (resp. maximum) viscosity of 1018 (resp. 1025) Pa.s, occurs in the
highly deformed asthenosphere around the slab in the erf case (resp. in coldest and least deformed lithosphere domains).
Fig. 8. Strain rate and temperature conditions at which the deformation at 350 km
depth is equally partitioned between diffusion creep and dislocation creep. The lines
are drawn for the three dislocation creep parameterizations (erf, tanh and algebraic),
and for a power-law expression of dislocation creep (Eq. (3) with parameters from
Gouriet et al., 2019). Dislocation creep prevails at high strain rates, whereas diffu-
sion creep prevails at low strain rates. The filled circle symbols are located in the
near-slab asthenosphere as shown in Figs. 5 and 7. The black square represents the
initial conditions at that location, identical for all three simulations (3 10−16 s−1, 
1573 K).

mainly by diffusion creep in the algebraic case, mainly in disloca-
tion creep in the erf case, and by a balanced mixture of the two in 
the tanh case, as illustrated in Supplementary Material Fig. S3.

The deformation partitioning as a function of temperature and 
strain rate for a power law parameterization of dislocation creep 
(Eq. (3)) is also shown in Fig. 8. The tanh parameterization is closer 
to the power law than to the two others. However, stresses higher 
than 150 MPa are predicted in the cold slab and surface plates 
(Supplementary Fig. S4 and Cizkova et al., 2007). In these regions, 
the power-law is not suitable to describe dislocation creep (cf. 
Fig. 2 of Gouriet et al. (2019)). Another illustration of the limi-
tation of the classical powerlaw formulation of Eq. (3) is shown 
in Supplementary Fig. S6 depicting the variation of the apparent 
stress exponent n as a function of temperature and strain rate for 
the three parameterizations: n increases with decreasing temper-
ature, with values higher than 10 at low-temperature values, as 
predicted for an exponential flow law by Schmalholz and Fletcher 
(2011), and n tends to a value of 1 (i.e. diffusion creep) at high 
temperature and low strain rates.

4. Discussion

4.1. Comparison to large-scale constraints on mantle and plate 
dynamics

The predictions of the present simulations can be compared to 
a number of different observations. First, surface plate velocities 
reconstructed from paleomagnetic data and recorded through GPS 
are generally less than 10–15 cm/yr and have not often exceeded 
this over the past 200 Ma (e.g. Müller et al., 2008; Larson et al., 
1997). This rules out extremely fast-sinking slabs (>200 cm/yr), 
such as those obtained in the erf case. Second, some slabs seem to 
penetrate deep into the mantle (>1000 km) as imaged by seismic 
tomography (e.g. Li et al., 2008). This implies that slabs tempera-
ture remains sufficiently low to induce faster than average seismic 
velocities. Such an observation is consistent with the slab temper-
atures in the erf and tanh cases, but not with the slow and wide 
slab in the algebraic simulation, which already exhibits a core hot-
ter than 900 K at 150-km depth (Fig. 5).

Estimates of the mean upper mantle viscosity have been 
derived from a number of independent observations, including 
glacial isostatic adjustment (e.g. Paulson and Richards, 2009), long-
wavelength geoid observations combined with surface plate veloc-
ities (e.g. Ricard and Vigny, 1989), constraints from Pacific plate 
dynamics (e.g. Iaffaldano and Lambeck, 2014; Stotz et al., 2018), 
or melting conditions above mantle plumes (e.g. Thoraval et al., 
2006). These different approaches yield viscosities between ∼1020

and ∼1021 Pa.s, which are incompatible with the very weak as-
thenosphere in the erf case, but consistent with the results using 
either tanh or algebraic parameterizations (Fig. 4). Moreover, the 
tanh simulations show that mantle viscosity can locally be as 
low as 1019 Pa.s in highly deforming regions (e.g. plate base and 
slab vicinity in Fig. 5). These values meet the viscosity needed to 
activate processes such as the small-scale convection that is nec-
essary to explain: (i) the surface heat flow in old oceanic plates 
(e.g. Dumoulin et al., 2005); (ii) high surface heat-flow and thin 
lithosphere observed in many back-arc regions (e.g. Currie and 
Hyndman, 2006; Davies et al., 2016) or to account for post-seismic 
surface deformation (Klein et al., 2016).

Global seismic anisotropy measurements using surface waves 
point to strong radial and azimuthal anisotropy in the lithosphere 
and asthenosphere and to a decrease in the intensity of the 
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anisotropy at depths higher than 250 km (Montagner and Ken-
nett, 1996). This observation may be explained by a change in the 
dominant dislocation slip systems of olivine, from dominant [100]
dislocation to dominant glide of [001] dislocation with increasing 
pressure in an upper mantle deforming dominantly by dislocation 
creep (Mainprice et al., 2005). However, it is also consistent with 
a decrease in the contribution of dislocation creep with increasing 
depth in a convective mantle deforming by a mixture of dislocation 
and grain-size sensitive processes, represented here by the imple-
mentation of diffusion creep, as in the tanh simulations (Fig. 7), 
if one considers that such processes do not produce olivine crys-
tal preferred orientations. Yet this assumption has been recently 
challenged by numerical models (Wheeler, 2009) and creep exper-
iments (Miyazaki et al., 2013) in which olivine crystal and shape 
preferred orientations developed during deformation by diffusion 
creep at high temperature (>1473 K).

Gouriet et al. (2019) modeled the rheology of a single crystal 
of olivine well-oriented for dislocation glide. Olivine is only sta-
ble up to 410 km. Hence, using the parameterization of Eq. (1)
for both the upper mantle and the transition zone in our simula-
tions is an approximation. We try to limit its effect by analyzing
the results only up to the time at which the slab penetrates into 
the transition zone. The dynamics of the simulations will likely be 
modified by considering a more realistic, higher strength rheology 
in the transition zone (Ritterbex et al., 2016), but the contrasts 
between the simulations with different parameterizations will re-
main.

4.2. Physical feedbacks in subduction dynamics

Our results demonstrate that distinct subduction regimes
(Fig. 5) can arise from small discrepancies between rheological pa-
rameterizations (Fig. 2). The geodynamical simulations thus appear 
to be an appropriate tool for unraveling the first-order physi-
cal processes at stake. Two feedback loops coupled through slab 
dynamics are described in Fig. 9. The slab sinking velocity is con-
trolled both by the buoyancy of the slab itself and by the viscosity 
of the surrounding asthenosphere (viscous resistance). A first feed-
back is related to the heating and widening of the slab through 
thermal diffusion, which is a time-dependent process. The resis-
tance of asthenosphere to slab penetration increases with slab 
surface area, which is itself controlled by the time-integrated ther-
mal diffusion. Furthermore, temperature controls the slab density 
contrast and buoyancy relative to the surrounding asthenosphere. 
Hence, the slower the slab, the larger the diffusion length, the 
wider and the hotter the slab, and the slower the sinking (e.g. al-
gebraic case in Fig. 5).

A second feedback arises when the mantle viscosity is strain 
rate dependent, i.e. when a large part of the total deformation is 
accommodated through dislocation creep (erf and tanh cases in 
Fig. 7). In this case, viscous drag driven by the sinking slab in-
duces large strain rates in the asthenosphere, which weakens via 
dislocation creep and, in turn, accelerates slab sinking. This rheo-
logical feedback is only weakly active in the algebraic simulation: 
in the absence of asthenosphere weakening, slow subduction dy-
namics is mainly controlled by the thermal feedback loop (Fig. 9). 
In contrast, asthenospheric weakening due to dislocation creep is 
very efficient in the erf case: thermal diffusion is too slow rela-
tively to fast slab sinking velocities. For the tanh parameterization, 
the rheological feedback is substantial, but does not overwhelm 
the thermal feedback, because the range of asthenospheric strain 
rates (10−17–10−13 s−1, Fig. 5) corresponds to intermediate pdisl
values (30–70%).

It is interesting to calculate a mean time for a slab to reach the 
transition zone, which is more than 3 Myr at the velocities inferred 
from observations (<15 cm/yr). This minimum time corresponds 
Fig. 9. Feedback loops between slab sinking dynamics and either (i) slab thermal
structure (left) or (ii) asthenosphere viscosity (right). Their interactions depend on
the interplay between the strain rate dependent and strain rate independent vis-
cosities, e.g. dislocation creep and diffusion creep, respectively, in the simulations
(see section 4.3 for details).

to a minimum diffusive length of 10 km using a thermal diffusivity 
of 10−6 m2/s as in our simulations.

This suggests that the viscosity in the asthenosphere is ulti-
mately constrained from slab sinking velocities, which should lead 
to balanced thermal and dynamical feedbacks loops (Fig. 9). This 
rules out results obtained in this study for erf (i.e. too rapid sink-
ing) and algebraic parameterizations (i.e. too slow).

4.3. Constraining effective mantle viscosity using geodynamical 
simulations

The tanh parameterization provides both a satisfactory descrip-
tion of the dislocation creep process in olivine observed in the 
dislocation dynamics simulations of Gouriet et al. (2019) (Fig. 2) 
and large-scale subduction dynamics predictions that fulfill many 
important observational constraints (section 4.1). The effective as-
thenosphere viscosity, which is key for plate dynamics as explained 
in Fig. 9, results from coexisting deformation mechanisms. In our 
study, the mild, steady partitioning of dislocation vs. diffusion 
creep in the tanh case ensures that the feedback based on strain 
rate dependent viscosity is activated and does not bolt out.

However, we acknowledge that subduction dynamics compat-
ible with large-scale observables could also arise with different 
rheological parameterizations. For instance, diffusion creep, which 
seems to control the asthenosphere viscosity and slab sinking rate 
(Fig. 9), depends on an assumed grain size (e.g. Hirth and Kohlst-
edt, 2003).

Furthermore, our parameterization of dislocation creep (Eq. (1)) 
does not feature any depth-dependency, whereas laboratory defor-
mation experiments suggest a dependence on confining pressure 
(Hirth and Kohlstedt, 2003). This feature is accounted for through 
the term “P V disl” in the general power-law expression, similar to 
Eq. (3):

ε̇ = APLσ
n
d exp

(
− Edisl + P V disl

R(T + δT )

)
(13)

with the depth-dependency of temperature included in the term 
δT as in Eq. (10). Vertical profiles of the dislocation creep viscosity 
calculated from Eq. (13) are compared to the sigmoid ones cal-
culated from Eq. (1) and Eq. (5) in Fig. 4, for various values of 
activation volumes and adiabatic gradients. The higher the activa-
tion volume, the larger the rate of viscosity increase with depth, 
whereas the adiabatic increase of temperature decreases the vis-
cosity with depth. As for diffusion creep (Supplementary Fig. S2), 
the combination of non-zero activation volume and thermal gradi-
ent can lead to a quasi-constant viscosity in the mantle below the 
plates (red curve on Fig. 4). In this study, the pressure-independent 
rheology derived from Eq. (1) corresponds thus to the first-order 
assumption that the mean asthenosphere viscosity does not vary 
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with depth for constant strain-rate conditions. This assumption 
may also be justified by the present uncertainty on the vertical 
variations of viscosity in the upper mantle, for which geophysical 
and geological constraints yield non-unique solutions (as shown in 
Cizkova et al., 2012 – their Fig. 1).

There are many sources of uncertainty in the determination of 
flow laws. The first one arises from the adjustment of the semi-
empirical equations to fit the experimental mechanical data (e.g. 
Ashby and Verrall, 1978; Bai et al., 1991; Hirth and Kohlstedt, 
2003). This affects in particular the pre-exponential factor A in 
both diffusion and dislocation creep flow laws, but also the other 
constants (e.g. activation energy and activation volume) in Eq. (10)
and (13). There is also a large dispersion in the experimental 
data itself, due to differences in initial material (hot press of fine-
powder olivine or sol-gel pure forsterite) and experimental condi-
tions (torsion, axial compression, temperature range), which could 
lead to different associations of deformation processes (cf. the dif-
ference in dislocation creep strength between natural dunites and 
synthetic olivine polycrystals produced by different methods – see 
references in Demouchy et al., 2013).

Large uncertainties also arise from the extrapolation of the ex-
perimentally derived parameterizations over orders of magnitude 
in strain rate and grain sizes (from microns to millimeters) and 
from the lack of external constraints on the actual values of im-
portant parameters, such as the grain sizes in the asthenospheric 
mantle. For dislocation creep, the former limitation has been par-
tially overcome by the use of numerical models, such as Boioli et 
al. (2015) and Gouriet et al. (2019) to avoid the extrapolation to 
geological strain rates. However, these models are still limited to 
single crystals. The behavior of a rock, that is a polycrystal, dif-
fers: the rock will be stronger by a factor 2-50, which depends on 
the orientation of olivine crystals, evolving with strain (e.g. Tom-
masi et al., 2000; Mameri et al., 2019). Other processes than pure 
dislocation or diffusion creep, such as coupled grain boundary mi-
gration and shear (Mompiou et al., 2009; Cordier et al., 2014) or 
grain-boundary sliding (e.g., Maruyama and Hiraga, 2017) may also 
play a role during the deformation of a polycrystalline aggregate at 
depth.

In brief, the enormous experimental investment in the deter-
mination of flow laws for the upper mantle produced strong con-
straints on the deformation processes, on the equations describing 
the associated mechanical behavior, and on the range of physical 
parameters controlling their activation. However, we are still far 
from having robust and unique predictions of its rheology (or of 
any other layer in the Earth). The present study shows that geody-
namical models may be used as a complementary tool for handling 
the question. They cannot discriminate the best one among differ-
ent parameterizations, but they can determine which combinations 
of flow laws and their parameters produce Earth-like large-scale 
dynamics, thus constraining the effective mantle viscosity.

5. Conclusions

The results of numerical experiments of dislocation dynamics 
in olivine have been used to derive three different sigmoid param-
eterizations (erf, tanh, algebraic) describing the variation of stress 
as a function of strain rate and temperature, relevant for a wide 
range of stress and temperature conditions prevailing in both as-
thenospheric and lithospheric mantle. These dislocation creep pa-
rameterizations were then implemented, together with a classical 
diffusion creep law, in numerical models of subduction dynam-
ics.

While the three parameterizations fit well the dislocation dy-
namics results (Fig. 2), the tanh parameterization yields subduction
dynamics that is most compatible with the large-scale observables 
(e.g. surface plate velocities, mantle viscosity, seismic imaging). In 
this case, the feedback between slab dynamics and asthenospheric 
viscosity, which is strain rate dependent due to activation of dislo-
cation creep, is modulated by the effect of thermal diffusion. There 
is a strong weakening due to dislocation creep in region of high 
stresses or high strain rates. However, most of the convective man-
tle in the tanh case deforms by a mixture of strain rate dependent 
(here dislocation creep) and strain rate independent (here diffu-
sion creep) processes that maintains a balance between dynamical 
and thermal feedbacks (Fig. 9). The other two parameterizations, 
erf and algebraic, can here be ruled out from the comparison with 
large-scale constraints on mantle and plate dynamics, since they 
are associated with too fast or too slow slab sinking due to a too 
large or too small contribution of dislocation creep to the total de-
formation, respectively.

Subduction dynamics depends on asthenosphere viscosity. The 
effective viscosity in the present thermo-mechanical models re-
sults from interplay between different deformation mechanisms. 
The sensitivity to rheological parameterizations is tremendous, 
yielding distinct dynamics even for deviations within the range 
of uncertainty of the experimental data. However, large-scale ob-
servables provide important constraints on plate and mantle dy-
namics, which makes the derivation of an effective mantle vis-
cosity robust. This viscosity can be reproduced by a variety of 
combinations of parameterizations of deformation processes. For 
instance, a unified rheology expression including a variable stress 
exponent n, as proposed by Cordier et al. (2012) for lower man-
tle MgO and analogue to the apparent n exponent in Fig. S6, is 
a possible lead to account for strain rate dependent and inde-
pendent viscosities at once. We hence recommend testing rheo-
logical laws in geodynamical thermo-mechanical models to eval-
uate the interplay and possible feedbacks between different de-
formation processes and thermal diffusion; such tests ensuring 
the large-scale dynamical consistency of the chosen rheological 
laws.
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