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Vultures respond to challenges of near-ground thermal soaring by varying bank angle

Hannah J. Williams1,*, Olivier Duriez2, Mark D. Holton1,3, Giacomo Dell’Omo4, Rory P. Wilson1 and Emily L. C. Sheppard1

ABSTRACT

Many large birds rely on thermal soaring flight to travel cross-country. As such, they are under selective pressure to minimise the time spent gaining altitude in thermal updrafts. Birds should be able to maximise their climb rates by maintaining a position close to the thermal core through careful selection of bank angle and airspeed; however, there have been few direct measurements of either parameter. Here, we apply a novel methodology to quantify the bank angles selected by soaring birds using on-board magnetometers. We couple these data with airspeed measurements to parameterise the soaring envelope of two species of Gyps vulture, from which it is possible to predict ‘optimal’ bank angles. Our results show that these large birds respond to the challenges of gaining altitude in the initial phase of the climb, where thermal updrafts are weak and narrow, by adopting relatively high, and conserved, bank angles (25–35 deg). The bank angle decreased with increasing altitude, in a manner that was broadly consistent with a strategy of maximising the rate of climb. However, the lift coefficients estimated in our study were lower than those predicted by theoretical models and wind-tunnel studies. Overall, our results highlight how the relevant currency for soaring performance changes within individual climbs: when thermal radius is limiting, birds vary bank angle and maintain a constant airspeed, but speed increases within individual climbs: when thermal radius is limiting, birds vary bank angle and maintain a constant airspeed, but speed increases later in the climb in order to respond to decreasing air density.
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INTRODUCTION

Many large soaring birds rely on thermal updrafts to cover the large distances required to search for food (Ruxton and Houston, 2004) or complete long migrations (Alerstam et al., 2003; Shamoun-Baranes et al., 2003; Leshem and Yom-Tov, 1996). For the heaviest of these birds, movement across the landscape is completely dependent on their ability to exploit such sources of energy rather than use flapping flight, owing to the way that the costs of powered flight scale with body mass (Hedenström and Alerstam, 1995; Hedenström, 1993). Thermal soaring can be broken down into two different phases: the climb within an updraft, and the glide to the next. In order to maximise the cross-country speed (the overall speed they achieve over ground), birds should minimise the time in both phases, using different strategies to increase their speed in the glide and their climb rate when soaring. Although a wide range of studies has examined the speeds that birds select in inter-thermal glides, and how they vary according to factors such as environmental conditions and experience (Horvitz et al., 2014; Taylor et al., 2016; Harel et al., 2016b; Vansteelandt et al., 2017), very few studies have examined how individuals maximise their climb rate within a thermal.

The climb rates that can be achieved within thermal updrafts are determined by (i) the morphology of the bird (Pennycuick, 2008), (ii) the thermal environment that the bird is soaring within and (iii) the bird’s behavioural response to this environment (Pennycuick, 2008; Ákos et al., 2010). When it comes to morphology (point i), aeronautical models can be used to predict how fast a bird will sink in still air, which changes with both speed (in a manner described by the glide polar) and bank angle (as described by the circling envelope). In order to maximise its climb rate, a bird should fly at its ‘minimum sink’ speed. There are also predictions about the bank angles that birds should adopt. Pennycuick modelled the circling envelopes for soaring birds and calculated the optimal bank angle for vultures as approximately 24 deg (Pennycuick, 1971; Flight software, http://www.bristol.ac.uk/biology/media/pennycuick/Circle_24.txt). Indeed, such angles have been observed from gliders (e.g. Shannon et al., 2002) and in Himalayan vultures (Gyps himalayensis) flying at low altitudes (Sherub et al., 2016). However, the predicted 24 deg is arrived at by assuming that birds are aiming to minimise both their turn radius (and thus remain near the ‘core’ of the thermal with the strongest uplift) and their sink rate. Although this is reasonable when considering how birds should behave on average, i.e. when considered across thermals, it does not account for the fact that the thermal environment (point ii above) changes with altitude. At low altitudes, thermal updrafts are both weak and narrow, and we predict that birds should select higher bank angles, with their accompanying higher sink rates, allowing them to exploit stronger uplift closer to the thermal core.

Overall, therefore, it is unclear how birds behave given the trade-off between the need to circle tightly and climb rapidly. This is particularly pertinent in marginal conditions, e.g. in the morning, when thermals are relatively weak (Spiegel et al., 2013b; Shannon et al., 2002). The aim of this study was to obtain direct and continuous measurements of bank angle in order to (1) compare these values with theoretical predictions and (2) ascertain whether and how birds vary their bank angle through the thermal climb. Few studies have quantified bank angle directly, although some in-flight angular measurements have previously been recorded incidentally using on-board cameras, for example, to quantify the lateral displacement of the tail in the flight manoeuvres of a steppe eagle, Aquila nipalensis (Gillies et al., 2011). Turning radii can also be derived using GPS data (adjusted for wind drift) or measures of airspeed (Treep et al., 2016; Weinzierl et al., 2016; Horvitz et al.,...
2014; Sherub et al., 2016). However, deriving bank angle from these measures of turn radius assumes that birds adopt the angles that are required for theoretically ideal circling flight (cf. Pennycuick, 2008). Here, we use a novel method to quantify bank angle directly, based on an on-board magnetometer, and combine this with measurements of airspeed and circling radii to examine individual variation in soaring behaviour through the thermal climb.

**MATERIALS AND METHODS**

**Study system**

Data were collected from four individual vultures [Himalayan griffon vulture, *Gyps himalayensis* Hume 1869, *n* = 2; European griffon vulture, *Gyps fulvus* (Hablizl 1783), *n* = 2; all >2 years] at the Rocher des Aigles falconry centre, Rocamadour, France. Here, vultures were released from their perches to fly freely three times a day (at 11:30, 13:00 and 14:00 h local time) in a protocol repeated over 3 days of data collection, totalling nine flights for each vulture (see Table 1 for a summary). This protocol provided an opportunity to quantify the flight performance of birds in semi-captive conditions, at a site with relatively good thermal soaring conditions (see Duriez et al., 2014 for details). Wing loading (kg m\(^{-2}\)) was derived from measurements of body mass (kg) and total wing area (m\(^2\)) (the latter was calculated from photographs of fully extended wings on a scaled background), as turning radius increases with wing loading (Ákos et al., 2010; Pennycuick, 1971).

**Device deployment**

Vultures were fitted with Daily Diary loggers (DD, recording at 40 Hz) and GPS units (recording position at 4 Hz), which were attached with a Teflon leg-loop harness (Fig. 1) at the beginning of data collection (approximately 90 g, ~1.2% body weight). The harness remained in place for the following 5 days. The harness held an aluminium plate, which was positioned on the lower back, and aligned with the spine. Devices were attached to the plate using Velcro and were deployed prior to the first flight of the day and removed at the end of each day. The permit for equipping vultures with loggers was provided as part of the licence of O. Duriez from the Research Centre for Bird Population Studies (CRBPO) of the French National Museum of Natural History (MNHN, Paris). Birds were handled by their usual trainer, under the permit of the Rocher des Aigles.

**Derivation of angle using the magnetometer**

Acceleration and barometric pressure data were used to identify the times of take-off and landing (barometric pressure also being used to calculate altitude, see below). It is important to note that although accelerometers can be used to measure postural rotation in many terrestrial systems, they cannot be used to measure bank angle in flight, and in particular soaring flight, owing to the centripetal acceleration (see Williams et al., 2015). Thermal soaring flight was defined by a sustained increase in altitude (measured as a decrease in air), the presence of a consistent sine wave in the x- and z-axes of the TriMag data, indicating circling behaviour (Williams et al., 2015), and the distinct lack of flapping (as would be indicated by peaks in

**Table 1. Summary flight statistics for the four tagged vultures**

<table>
<thead>
<tr>
<th>Individual</th>
<th>Species</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>Female</td>
<td>Female</td>
<td>Male</td>
<td>Male</td>
<td>Male</td>
</tr>
<tr>
<td>Age</td>
<td>Subadult</td>
<td>Adult</td>
<td>Subadult</td>
<td>Subadult</td>
<td>Subadult</td>
</tr>
<tr>
<td>Wing loading</td>
<td>6.63</td>
<td>7.18</td>
<td>7.06</td>
<td>7.20</td>
<td>7.15</td>
</tr>
<tr>
<td>Body mass (kg)</td>
<td>8.45</td>
<td>8.10</td>
<td>7.20</td>
<td>7.40</td>
<td>7.15</td>
</tr>
<tr>
<td>Wing area (m(^2))</td>
<td>1.27</td>
<td>1.13</td>
<td>1.02</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>Aspect ratio</td>
<td>5.98</td>
<td>6.95</td>
<td>6.73</td>
<td>6.88</td>
<td>6.88</td>
</tr>
<tr>
<td>No. flights</td>
<td>3, 3, 3</td>
<td>3, 3, 3</td>
<td>3, 3, 2</td>
<td>3, 3, 2</td>
<td>3, 3, 2</td>
</tr>
<tr>
<td>Total flight (min)</td>
<td>22.01±10.35</td>
<td>26.77±9.17</td>
<td>17.45±9.83</td>
<td>17.59±7.49</td>
<td>17.59±7.49</td>
</tr>
<tr>
<td>Circling (%)</td>
<td>54±10</td>
<td>49±9</td>
<td>54±6</td>
<td>51±7</td>
<td>51±7</td>
</tr>
<tr>
<td>Max. altitude (m)</td>
<td>847.72±380.88</td>
<td>898.20±334.01</td>
<td>702.93±382.14</td>
<td>707.24±350.35</td>
<td>707.24±350.35</td>
</tr>
<tr>
<td>No. complete turns</td>
<td>146, 73, 115</td>
<td>122, 122, 115</td>
<td>131, 92, 32</td>
<td>85, 84, 38</td>
<td>85, 84, 38</td>
</tr>
<tr>
<td>Climb rate (m s(^{-1}))</td>
<td>0.99±0.90</td>
<td>1.25±1.21</td>
<td>0.91±0.99</td>
<td>0.83±0.82</td>
<td>0.83±0.82</td>
</tr>
<tr>
<td>Bank angle (deg)</td>
<td>26.54±7.58</td>
<td>29.38±7.29</td>
<td>31.74±8.29</td>
<td>35.78±10.24</td>
<td>35.78±10.24</td>
</tr>
<tr>
<td>Average airspeed (m s(^{-1}))</td>
<td>13.21±0.03</td>
<td>13.51±0.03</td>
<td>12.89±0.05</td>
<td>14.15±0.09</td>
<td>14.15±0.09</td>
</tr>
<tr>
<td>Lift coefficient (C(_L))</td>
<td>0.79±0.20</td>
<td>0.82±0.20</td>
<td>0.94±0.23</td>
<td>0.73±0.17</td>
<td>0.73±0.17</td>
</tr>
</tbody>
</table>

The number of flights and total flight time include all time spent in the air, all other flight parameters are specific to the thermal soaring periods. Values are given as means±s.d. for total flight, circling, maximum altitude and average airspeed, and as medians±IQR for climb rate, bank angle and C\(_L\). For the number of flights and complete turns, values are given for the three release times through the day: 11:30, 13:00 and 14:30 h, respectively.
dynamic acceleration). Complete turns were selected from all thermal soaring periods, where individual turns were defined as the period between two consecutive peaks in the x-axis. Estimates of bank angle were derived from the TriMag data as follows, assuming that the bank of the body reflected the bank angle adopted by the wings (this was supported by preliminary work with a camera showing the bank of the wing was consistent relative to the body; Fig. S1). Data from each of the three magnetometer channels can be plotted in 3D space and normalised to a spherical surface defined as the m-sphere (Williams et al., 2017). Plotting a single 360 deg rotation for a given bank angle produces an individual ring on the m-sphere (Fig. 2). The centroid of this ring, that is, the x, y and z coordinates of the central point of the ring on the surface of the sphere, gives the average bank angle over the course of the complete turn. This was determined by calculating the difference between the dot product of the x, y and z coordinates of a given centroid, and the point of 0 deg bank [i.e. (0, -1, 0)] using:

\[
\theta = \left( \frac{180}{\pi} \right) \times \text{acos} \left[ \frac{(0x - 1y + 0z)}{(x^2 + y^2 + z^2)^{\frac{1}{2}} (0^2 + 1^2 + 0^2)^{\frac{1}{2}}} \right],
\]

where x, y and z are the coordinates of the TriMag centroid for a complete turn. Plotting the distribution of bank angles estimated using the TriMag approach highlighted skews in the data, suggesting the tags were not perfectly aligned with the sagittal plane of the bird. The exact orientation of the device was not known, and is likely to have differed slightly between birds and days of attachment, causing an overestimation of bank in one direction of turn and an underestimation in the other. Consequently, the data were re-aligned so that the crossing point between turns of opposing direction corresponded to a 0 deg angle of bank. This therefore assumed that turns of opposing direction had similar ranges in bank angle, analogous to the transformations of Gillies et al. (2011). Centroid angles were recalculated for all flights following realignment. All subsequent analyses of bank angle were made using the re-aligned TriMag data. The processing and analysis of TriMag data were performed with the custom-built software DDMT (Wildbytes Technology Ltd, Swansea University).

**Derivation of soaring parameters**

The radius of each complete turn was calculated from the average airspeed of the turn and turn duration. Previous studies have measured turn radius using GPS corrected for wind drift (e.g. Weinzierl et al., 2016; Treep et al., 2016). By using the airspeed, we can derive radius from the reference frame of the bird, removing the effect of drift on its path. To derive the airspeed, we converted the differential pressure output from volts to true airspeed \((V_a)\) in metres per second. This relationship was derived by selecting 5-s straight-line sections of gliding flight and calculating the airspeed \((V_a)\) in these periods according to the triangle of velocities, using the equation:

\[
V_a^2 = V_g^2 + V_w^2 + 2V_gV_w \cos \gamma,
\]

where \(V_g\) and \(V_w\) are the groundspeed (from the GPS) and wind speed vectors, respectively, and \(\gamma\) is the angle between them. The wind vector was specific to each glide, being estimated from drift in the previous thermal just minutes beforehand (via the GPS track by taking the straight-line distance between the corresponding points of complete turns, and dividing by time; see Treep et al., 2016). We used separate linear regressions to calibrate \(V_t\) for each bird. These predicted \(V_t\) from \(V_g\), as well as \(V_t\) in interaction with day (where significant), to account for the fact that the position of the logger could vary between days. This approach allowed us to determine the airspeed, \(V_t\), at 40 Hz through the entire flight. The climb rate \((\text{m s}^{-1})\) per turn was taken as the difference in altitude from the start to the end point of the turn, divided by turn duration, where altitude was derived from the barometric pressure (smoothed over 10 s), assuming standard atmospheric conditions. The daily mean sea level pressure was taken from the nearest weather station at Lunegarde, 20 km from the study site. Each individual’s circling envelope was parameterised using measured angles of bank \((\theta)\) and turn radii \((r)\), and the lift coefficient \((C_L)\), estimated by rearranging:

\[
r = \frac{2m}{(C_L \times \rho \times S \times \sin \theta)},
\]

where \(m\) is the mass, \(\rho\) is the air density, and \(S\) is the wing area. The m-print that corresponds to zero bank is at the bottom of the m-sphere. Units were calibrated using this device in the field, with the camera and GPS units also attached to the platform [as these could potentially influence the magnetometer data (see Bidder et al., 2015)].
where \( m \) is the mass of the bird (kg), \( \rho \) is the air density in 100 m bins under normal conditions and \( S \) is the wing area. Using the median \( C_L \) for the bird, we then compared the envelope derived from empirical data with that predicted by Pennycuick’s model in the Flight software. To validate our median lift coefficient, we also calculated the \( C_L \) in terms of the induced drag \( (D_i) \) using the following equations:

\[
D_i = mg \sin \varphi - \frac{1}{2} \rho V_t^2 D_0 S, \tag{4}
\]
\[
C_L = \frac{\sqrt{2 D_i \pi AR}}{SV_t^2 pk}, \tag{5}
\]

where \( mg \) is the weight of the bird, \( \varphi \) is the assumed angle of attack at 15 deg, \( \rho \) is mean air density, \( V_t \) is the mean true airspeed, \( D_0 \) is the profile drag at Pennycuick’s constant of 0.114 (Pennycuick, 1971), \( k \) is the induced power factor at 1.2 [a commonly used conservative value (see Klei Heerenbrink et al., 2015) that accounts for the wings not being perfectly elliptical] and \( AR \) is the aspect ratio.

**Data analyses**

Kruskal–Wallis tests were used to assess individual variation in bank angle and associated climb rate across flights. We examined variation in airspeed with altitude using a linear mixed-effects model (LMM) with the random effects of day nested within individual ID. Individual variation in bank angle and climb rate was examined in relation to altitude. Initial inspection of the data suggested that, for each vulture, climb rate levelled off with altitude, with a breakpoint in the height at which this occurred. We therefore performed a segmented analysis to identify breakpoints in the individual-specific linear relationships between the climb rate and altitude (R software, ‘segmented’ package; Muggeo, 2003). Data were restricted to \( \leq 1000 \) m for the segmented analysis as birds rarely exceeded this height. The relationship between climb rate and altitude was then compared before and after the identified breakpoint. We did not compare the results in terms of species or age (we did not believe individuals would dramatically differ in soaring performance owing to age alone given that all birds were >2 years old; see Harel et al., 2016a), but focused on within-individual trends in climb rate and bank angle, thus allowing us to examine changes in soaring behaviour through the climb. However, we did consider the effects of wing loading on soaring behaviour, as wing loading is the main morphological factor that is known to have significant impact on the limits of the circling envelope.

Finally, we examined climb rate in relation to distance from the thermal core using the empirically parameterised circling envelope and data collected from a single focal individual (this being the individual where the regression analyses of \( V_t \) by \( V_a \) accounted for most variance). Assuming a normal distribution of vertical velocities, we estimated the maximum climb rate that could be achieved for a given thermal region (i.e. height and radius), partitioning the thermal into low (200–400 m), mid (400–600 m) and high (>600 m) regions (high being altitudes above the individual’s breakpoint; see Results). All analyses were performed in R 3.2.3.

**RESULTS**

Overall, 34 flights were recorded across the 3 days of data collection (\( G. \) himalayensis, 9 flights each; \( G. \) fulvus, 8 flights each; Table 1). Flights ranged from 5.28 to 45.27 min (mean=20.96±s.d. 9.63 min). Flights performed in the first release of the day at
Table 2. Relationship between climb rate and altitude before and after the identified breakpoint in the climb

<table>
<thead>
<tr>
<th>Bird ID</th>
<th>Breakpoint (m)</th>
<th>Low: ( r_s = 0.621, N = 214, P &lt; 0.001 )</th>
<th>High: ( r_s = -0.024, N = 120, P = 0.792 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>509.85±26.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>463.13±32.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>680.17±69.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>607.00±72.17</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Spearman’s rank correlation test for low and high thermal regions (significant relationships in bold) using data prior to and following the breakpoints identified from their corresponding models (Table S2).

11:30 h tended to be longer and reach greater altitudes than those of subsequent releases (flight 1: 11:30 h, 27.04±10.06 min, 609.84±323.10 m; flight 2: 13:00 h, 19.21±6.01 min, 424.62±150.38 m; flight 3: 14:30 h, 14.44±8.82 min, 445.86±193.48 m). A total of 1155 complete thermal turns were isolated for bank angle analyses (per individual: 289±70; Table 1). Angles differed significantly between all four individuals (Kruskal–Wallis \( \chi^2 = 262.650, d.f. = 3, P < 0.001 \)), with median bank angles ranging between 25 and 35 deg (Table 1). Regression analyses found a significant relationship between time to complete the turn and its radius (individual airspeeds were derived (focal bird A, differential pressure values for each bird (Pitot), from which average airspeeds were calculated from the biometric data, average airspeed and

\[
V_L = 0.81V_{Pitot}\times0.0047
\]

\( V_L \) is the lift coefficient, \( V_{Pitot} \) is the Pitot pressure, and \( 0.81 \) is the drag constant. The lift coefficients for these birds were estimated to be 0.73 and 0.94 for the two G. fulvus individuals and 0.79 and 0.82 for the two G. himalayensis individuals. The \( C_L \) calculated from the biometric data, average airspeed and magnetoic vector (Fig. 4B) or the time of the flight. Instead, it is likely to reflect the relatively high airspeeds adopted by these birds, which were typically 13–14 m s\(^{-1}\), compared with the predicted minimum sink speeds of up to 9 m s\(^{-1}\).

The lift coefficients that birds generally operated at were lower than the theoretical \( C_L \) at minimum sink (ranging from 1.37 to 1.47), irrespective of the method used. The empirical values of bank angle and turn radius were used, average lift coefficients were estimated to be 0.81, for the focal bird (Fig. 4A). The consequences of the lower \( C_L \) mean that this individual had an average limiting turn radius of 13.68 m, compared with a radius of 7.9 m with a theoretical \( C_L \) of 1.37.

**DISCUSSION**

In this study, we use novel techniques to measure bank angle and turn radius using animal-attached loggers. Our method of obtaining bank angle capitalises on the inherently three-dimensional nature of magnetometry data, which can be normalised to the surface of a movement along the circling envelope. There was also a general increase in climb rate with altitude, with one significant break in this relationship for each of the four individuals (the average breakpoint was 560±41 m across all birds; Table S2). The relationship between climb rate and altitude was highly conserved before the breakpoint (e.g. for the bird shown in Fig. 3: \( r_s = 0.621, N = 214, P < 0.001 \)), but variable, and with a lack of correlation, after the breakpoint (\( r_s = -0.024, N = 116, P = 0.792 \); Table 2).

The birds occupied a space within their theoretical circling envelope as predicted by the theoretical maximal lift coefficient (Fig. 4A). In fact, the overall agreement was very good, in terms of the empirical data being apparently bounded by the theoretical envelope. However, there was some variation in sink rate for a given combination of circling radius and bank angle, with birds operating below their theoretical optima (i.e. at a lower lift coefficient). This decrease in performance did not seem to be related to the wind vector (Fig. 4B) or the time or day of the flight. Instead, it is likely to reflect the relatively high airspeeds adopted by these birds, which were typically 13–14 m s\(^{-1}\), compared with the predicted minimum sink speeds of up to 9 m s\(^{-1}\).

**Fig. 4. Vertical velocity (m s\(^{-1}\)) achieved in thermal soaring in relation to the adopted turning radii (m) and average bank angles (deg).** (A) The circling envelope for vulture A, the Gyps himalayensis subadult, parameterised using empirical data (grey dots) of bank angle and turning radius (n=334). With increasing radius and decreasing bank angle the bird's own sink rate decreases (labelled as negative vertical velocity). The bird shifts along this envelope from high bank angles and tight turning radii to a region of low angles and greater turning radii, decreasing its sink rate with altitude (0.9 polygons). Although the empirical data sit within the envelope predicted by the Pennycuick model (dotted line) (Pennycuick, 2008), which assumes a lift coefficient (\( C_L \)) of 1.37, actual turning radii were greater than predicted for a given angle of bank. This produces a higher estimate of the average limiting turn radius (13.68 m), given a median \( C_L \) of 0.79. (B) The relationship between sink rate, bank angle and turning radius does not appear to be related to wind speed (gradient of light to dark grey with increasing wind speed).
sphere (when measurements are made in all three axes). We show that, for a complete turn in thermal soaring, the rotation in heading defines a circular ring on the sphere, and the position of this ring is determined by the animal’s posture (Williams et al., 2017). As vultures show relatively little variation in pitch during thermal soaring, changes in the position of the circle result from rotation in the roll axis. The use of three-dimensional magnetometry data therefore allows us to quantify bank angle for prolonged periods of time, with the advantages of minimal calibration and post-processing in comparison with camera methods (used here to validate the magnetometry method in preliminary analyses). Gyroscopes in on-board devices can also be used to measure angular movement (e.g. Martín López et al., 2016; Noda et al., 2014; Wilson et al., 2013); in practice, however, gyroscopes are not well suited to continuous data collection on free-living animals, owing to their relatively high current draw (a problem that also limits the use of cameras).

Early work by Pennycuick (1971) proposed that Gyps vultures should adopt bank angles of between 20 and 40 deg. Our measurements generally align with these theoretical predictions, in terms of the median bank angles adopted. Nonetheless, birds were somewhat conservative in the maximum angles they used. That is, although they tended to select angles up to 35 deg, they could, according to the theoretical circling envelope, increase their bank angles by a further ~5 deg before incurring substantial penalties in sink rate. Adopting tight turning radii may be associated with the risk that small control inputs could cause a bird to ‘overbank’ and move into an area of performance space with high sink rates, thus compromising climb performance. This is the first work that does not assume that these birds are operating at the limits of their performance, but rather examines the distribution of data within the circling envelope to investigate within-individual variation in performance, an approach that could be developed further to provide insight into individual strategies or interspecific variation. It is interesting to note that the adult female maintained average climb rates at least 25% greater than other birds in this study, as well as the lowest variance in bank angle overall. This increased performance and consistency may be an indicator of soaring skill acquired through greater experience (see Harel et al., 2016a).

Thermal updrafts tend to be narrower and weaker when close to the ground, expanding as they rise. Optimising soaring performance at low altitudes is therefore critical in order to gain sufficient altitude to glide to the next thermal (Pennycuick, 2008). Indeed, it has been recognised since the 1960s (e.g. Kruuk, 1967) that the activity rhythms of soaring birds are determined by the mass of the bird in relation to the strength of thermal updrafts, with larger birds only able to gain altitude later in the day when thermals are stronger (see Spiegel et al., 2013b). Birds in the present study displayed marked changes in bank angle with altitude, decreasing from around 30 to 22 deg in the first few hundred metres of the climb, and increasing their turn radii in a manner generally consistent with the circling envelope (i.e. the optimal solution for climbing performance). The relatively tight relationship between bank angle, climb rate and altitude in the first few hundred metres demonstrates the importance of changes in bank angle in enabling soaring birds to gain altitude when close to the ground.

Our finding that birds modulate radius by changing bank angle is in contrast to that of a recent study on Himalayan griffon vultures soaring in excess of 6000 m (Sherub et al., 2016). Although the Himalayan griffons also increased their radius with altitude, they achieved this by increasing theirairspeed (keeping bank angle constant). This increase in radius and airspeed is necessary to compensate for the decreasing air density over a dramatic altitudinal range. Interestingly, therefore, soaring birds appear to vary their circling radius by two different mechanisms according to the flight pattern.
altitude. This dual strategy demonstrates the complexity involved in maximising height gain and leads to the question of when and how birds should switch strategy through the climb. With little height above the ground, the priority has to be maximising the climb rate. It seems most likely that birds increase their airspeed at or above the point at which thermal radius is no longer the primary constraint.

In our system, there was a breakpoint in the relationship between climb rate and altitude at approximately 560 m. As turn radius increases, birds experience diminishing returns in sink rate. Vertical velocity above the breakpoint is therefore less likely to be linked to variation in bank angle, but rather to the thermal conditions, which may also vary between days. Because the birds used here do not roam far during their flights, it could also be that they have no need to gain height beyond that required to return to their home destination. Nonetheless, we see no clear advantage in maintaining, rather than increasing, altitude, should the thermal structure allow (but see Shannon et al., 2002).

Although the variation in bank angle with altitude that we observed was consistent with a tendency to maximise the climb rate, the average lift coefficient was 52% of the theoretical maximum (it was also less than the $C_L$ observed for a jackdaw soaring at its minimum sink speed in a wind tunnel; e.g. Rosén and Hedenström, 2001). Our measurements of $C_L$ could have been influenced by factors that fall into three main categories: (i) methodological, (ii) environmental and (iii) behavioural (Fig. 5). In terms of the methodology, although a low lift coefficient may be the result of an overestimated bank angle or turning radius (the latter could result from an overestimated airspeed), the fact that our data did not cross the theoretical circling envelope supports the idea that they are accurate, as do our data checks, which resulted in an equally low lift coefficient. When it comes to behaviour, these birds were often recorded flying at airspeeds that were higher than the theoretically predicted minimum sink speeds (which is also likely linked to their conservative bank angles; see above). Actual flight speeds were more similar to those recorded in inter-thermal glides in previous work (recorded at an average of 16.5 m s$^{-1}$ by Harel et al., 2016b), which could therefore explain the low $C_L$ values. In terms of environmental parameters, we found no clear relationship between wind or time of day and position within the envelope. However, although there was no evidence of the $C_L$ varying with wind strength, it may be that wind affects soaring performance in a complex way (e.g. Harel et al., 2016a).

Overall, we show that the constraints on soaring flight vary with altitude, and that this results in birds modulating their circling radius in relation to two different factors. At low altitudes, obligate soaring birds select relatively steep bank angles to maintain their position in a narrow region of strong uplift (Fig. 5). However, although the circling envelope appeared to be predicted well by theoretical models, we demonstrate that it cannot be assumed that soaring birds are operating at their theoretical optima, and that performance may be influenced by additional factors. Longer-term data from free-ranging individuals could provide insight into how the bank angles selected during the critical, near-ground phase of soaring may vary with experience (cf. Harel et al., 2016a) and state variables such as hunger (Nathan et al., 2012; Spiegel et al., 2013a), which may provide an incentive for birds to operate in more marginal conditions or select higher bank angles.
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Fig. S1. composite of wing to body position during thermal soaring. Screenshots taken from a camera placed on top of our tag device attached to the lower back of the bird, with the camera facing the tip of the right wing. Video was recorded on multiple days from two different birds and through different thermal climbs, and the shots taken at random. The image clearly shows consistency in the body-to-wing position within and between climbs, and interestingly this was also evident between climbs of differing turn direction. Though they may be capable of changing wing orientation at the shoulder joint, if they did so predominantly in soaring we would expect clockwise turns that show the ground to show very little wing in the image, and anti-clockwise turns where the wing is pointing towards the sky, to fill the image with the wing.
Fig. S2. Regression of the Pitot tube airflow against airspeed derived from the wind and ground speed vectors in gliding. Vulture A (no interaction with day, Adj $R^2 = 0.71$), Vulture B (no interaction, but independent effect of day, Adj $R^2 = 0.56$), Vulture C (interactive effect of day, Adj $R^2 = 0.67$), Vulture D (interactive effect of day, Adj $R^2 = 0.33$).
Table S1. Individual-specific linear regressions predicting airspeed values ($V_a$) from the corresponding Pitot tube data (volts).

<table>
<thead>
<tr>
<th>Vulture A</th>
<th>$V_a = 0.004700P - 28.33$</th>
<th>Eqn. 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>adj. $R^2 = 0.7102, F = 150.5, df=1,60, p &lt;0.001$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vulture B</th>
<th>$V_a = 0.004865P - 29.88864$</th>
<th>Eqn. 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>adj. $R^2 = 0.56, F = 34.63, df = 3,75, p&lt;0.001$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vulture C</th>
<th>Day 1</th>
<th>$V_a = 0.01248P - 95.94$</th>
<th>Eqn. 3a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 2</td>
<td>$V_a = 0.01251304P - 94.464$</td>
<td>Eqn. 3b</td>
<td></td>
</tr>
<tr>
<td>Day 3</td>
<td>$V_a = 0.005662P - 36.13$</td>
<td>Eqn. 3c</td>
<td></td>
</tr>
</tbody>
</table>

|           | adj. $R^2 = 0.67, F = 25.6, df = 5,55, p<0.001$ |        |

<table>
<thead>
<tr>
<th>Vulture D</th>
<th>Day 1</th>
<th>$V_a = 0.005014P - 29.766782$</th>
<th>Eqn. 4a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day 2</td>
<td>$V_a = 0.003034P - 11.74594$</td>
<td>Eqn. 4b</td>
<td></td>
</tr>
<tr>
<td>Day 3</td>
<td>$V_a = 0.011353P - 88.74803$</td>
<td>Eqn. 4c</td>
<td></td>
</tr>
</tbody>
</table>

|           | adj. $R^2 = 0.33, F = 5.55, df = 5,42, p<0.001$ |        |
Table S2. Segmented models for climb rate by altitude for each individual. Spearman’s rank correlation tests between climb rate and altitude are also given; for low and high thermal regions using data prior to and following the break points identified from their corresponding models.

<table>
<thead>
<tr>
<th>Bird ID</th>
<th>variable</th>
<th>estimate</th>
<th>Std. error</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Intercept</td>
<td>-0.886</td>
<td>0.209</td>
<td>-4.248</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>(Gaelle)</td>
<td>x</td>
<td>0.005</td>
<td>0.001</td>
<td>8.407</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>u1.x</td>
<td>-0.005</td>
<td>0.001</td>
<td>-7.880</td>
<td>NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Adjusted R² = 0.383; 4 interactions for convergence</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Estimated break point: 509.85 ± 26.18 m**

**Low: r = 0.621, N = 214, p < 0.001; High: r = -0.024, N = 120, p = 0.792**

| B       | Intercept| -0.827   | 0.266      | -3.109 | 0.002  |
| (Giselle)| x        | 0.005    | 0.001      | 6.633  | <0.001 |
|         | u1.x     | -0.004   | 0.001      | -5.335 | NA     |
|         |          |          | Adjusted R² = 0.361; 3 interactions for convergence |

**Estimated break point: 463.13 ± 32.83 m**

**Low: r = 0.582, N = 206, p < 0.001; High: r = 0.261, N = 153, p = 0.001**

| C       | Intercept| -0.402   | 0.172      | -2.340 | 0.020  |
| (Gregoire)| x        | 0.004    | 0.000      | 7.808  | <0.001 |
|         | u1.x     | -0.003   | 0.001      | -4.300 | NA     |
|         |          |          | Adjusted R² = 0.450; 3 interactions for convergence |

**Estimated break point: 680.17 ± 69.56 m**

**Low: r = 0.451, N = 212, p < 0.001; High: r = -0.069, N = 43, p = 0.657**

| D       | Intercept| -0.700   | 0.260      | -2.694 | 0.008  |
| (Hector)| x        | 0.004    | 0.001      | 6.075  | <0.001 |
|         | u1.x     | -0.004   | 0.001      | -2.737 | NA     |
|         |          |          | Adjusted R² = 0.330; 2 interactions for convergence |

**Estimated break point: 607.00 ± 72.17 m**

**Low: r = 0.398, N = 180, p < 0.001; High: r = -0.049, N = 27, p = 0.806**