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Abstract

Interaction of H₂S escaping from magma and basaltic rocks leads to pyrite mineralization, witnessing active hydrothermal circulation. We study the possibility to track this process using geoelectrical methods. Complex conductivity spectra of 30 core samples from the Krafla volcano, Iceland, measured in the laboratory, indicate that pyrite can be discriminated from other minerals present in volcanic environments, such as iron oxides and clays. Joint evaluation of the maximum phase angle of electrical impedance and its real part at low frequency is required. The volume of metallic particles (pyrite or iron oxides) can be estimated from the maximum phase angle, but a decrease of the maximum phase angle with increased fluid conductivity or smectite volume is also observed and needs to be considered in the estimation. The laboratory observations can guide interpretation of field observations for estimation of pyrite volume in volcanic environments.

Plain Language Summary

Hydrogen sulfide is a magmatic gas flowing under volcanoes. Its presence indicates ongoing geothermal activity, a clean and efficient source of energy. Upon exploitation of geothermal energy, this gas is extracted and needs to be reinjected in order to limit the environmental impacts. When hydrogen sulfure flows underground, a mineral forms by chemical transformation of the rock: pyrite. Therefore, pyrite indicates both where geothermal activity is and if hydrogen sulfure has been sequestered upon reinjection. In order to track pyrite with geoelectrical methods, we study here the electrical signature of 30 natural samples from the Krafla volcano (Iceland): the capacity of the samples to both transfer and store electrical charges (conduction and polarization). Volcanic samples contain other minerals sensitive to electrical stimulation: iron oxides and smectite. Based on mineral quantification of pyrite, smectite, and iron oxides in the 30 samples, as well as on polarization and conduction measurements in a large range of frequency, we show that conduction at low frequency and maximum polarization are enough to discriminate pyrite from iron oxides. We also show that the volume of pyrite can be estimated from the maximum polarization but that an abundance of smectite tends to reduce this maximum, for a given pyrite volume.

1. Introduction

Hydrogen sulfide (H₂S), gas of magmatic origin, flows naturally toward the surface in volcanic areas but is also a by-product of geothermal energy exploitation, contributing to air pollution (Júlíusson et al., 2015). As basaltic rocks contain iron, pyrite (FeS₂) can easily form when H₂S-enriched fluids interact with a basaltic matrix in magmatic hydrothermal systems (Stefánsson et al., 2011). Libbey and Williams-Jones (2013) suggest that pyrite mineralization, as a witness of upflow zones, can help delineate the location of high-enthalpy geothermal reservoirs. The abundant presence of pyrite at deeper levels than the shallow discharge zone has also been observed to correlate to the presence of aquifers (Gudmundsson et al., 2010). Therefore, mapping pyrite distribution in a geothermal reservoir can constrain its current activity. Monitoring the evolution of pyrite mineralization with time may also help demonstrate the success of H₂S sequestration based on injection of waste water from geothermal power plants into basaltic rocks (Prikryl et al., 2018) and thus be valuable for the social acceptation of geothermal utilization.

Detecting underground massive metallic ore deposits and discriminating disseminated sulfides, veinlets sulfides and graphite is feasible by means of induced polarization (IP) field measurements (Börner et al., 2018;
Pelton et al., 1978; Placencia-Gómez, 2015). The reorganization of charges, at the interface between pore fluid and metallic particles (or negatively charged particles, such as clay minerals), creates local electrical “displacement” currents, which add up until a steady maximum voltage is reached. The time delay between maximum voltage and maximum current, also known as the phase angle for sinusoidal signals, is a measure of the polarization (Bücker et al., 2018; Chelidze & Gueguen, 1999; Olhoeft, 1985). Strong polarization effects are in particular associated to disseminated metallic particles (e.g., pyrite or magnetite) because of their semiconducting properties. Under an external electric field, electrons can rapidly redistribute within the metallic particle in response to the external field (e.g., Pridmore & Shuey, 1976; Shuey, 1975). This redistribution causes accumulation of ions at the interface between fluid and metallic particles. Several models have been developed to describe how ions reversibly accumulate at the interface between pore fluid and metallic particles, causing polarization. Such models use either analytical equations for simple geometries (e.g., Misra et al., 2016; Placencia-Gómez & Slater, 2016; Revil et al., 2015; Wait, 1987; Wong, 1979) or numerical finite-element solutions to equations describing the physics involved (e.g., Abdulsamad et al., 2017; Bücker et al., 2018). Some of these models successfully predict the low-frequency ($f \leq 10^4$ Hz) complex conductivity of synthetic samples containing disseminated metallic particles in an electrolyte (e.g., Abdulsamad et al., 2017; Revil et al., 2017; Wong, 1979). However, these models typically assume that metallic particles are not connected to each other, whereas the connectivity of metallic particles may cause conduction rather than polarization. Down-hole electrical logging and laboratory electrical measurements on core samples from drill holes 735B and 1105A, at the Southwest Indian Ridge, suggest that the presence of abundant (20–30%) and connected iron and titanium oxides in mid-ocean ridge gabbros can contribute to up to 80% of the measured electrical conductivity, by electronic conduction (Einaudi et al., 2005; Pezard et al., 1991).

Rock polarization is also sensitive, to a lesser extent, to the pore size, the presence of clay minerals, and the electrolyte conductivity, especially in the case of sandstones (Binley et al., 2005; Klein & Sill, 1982; Kruschwitz, 2007; Kruschwitz et al., 2010; Leroy et al., 2017; Lesmes & Frye, 2001; Revil & Skold, 2011; Slater & Sandberg, 2000; Weller & Slater, 2012; Weller et al., 2013). Similarly to connected metallic particles, connected clay minerals may also prevent polarization and cause conduction instead. Indeed, the largest IP effects associated with clay minerals in sedimentary rocks are considered to occur when clay contents are in the range 3–10%, while lesser effects are observed for higher percentages, interpreted as the onset of conduction throughout connected clay pathways (e.g., Parkhomenko, 1971; Telford et al., 1990; Vinegar & Waxman, 1984).

Magmatic hydrothermal systems differ from typical economical sulfide ore deposits in that sulfides are present in lower concentration. Moreover, the presence of iron oxides from magmatic crystallization, the high temperature of pore fluids, and the abundance of clay minerals, including the very conductive clay mineral smectite (Lévy et al., 2018), may complicate significantly the detection and quantification of sulfide mineralization. In order to provide geothermal industry with constraints for geophysical interpretations of field IP measurements, at exploration or H$_2$S sequestration stages, the information contained in the IP response of rocks in these environments requires a better understanding. Sulfides grain sizes in natural samples may also span a larger range than synthetic samples, which complicates the analysis of IP parameters. In order to bridge the gap between field studies and theoretical models tested on synthetic samples, we provide here an analysis of the complex electrical properties of natural samples from an active volcanic area. Our approach is to investigate if relationships between IP parameters and mineral parameters can be observed for a set of heterogeneous and very different natural volcanic rocks (wide range of iron oxides, sulfides and smectite volumes, and different mineral textures), representative of the variability found in natural volcanic environments like the Krafla volcano. Rather than using theoretical model to interpret our data, we here analyze the influence of mineralogy on two simple IP parameters, which can be retrieved both in the laboratory and in the field: the maximum phase angle (MPA) and the bulk real conductivity at 1 Hz.

### 2. Materials and Methods

#### 2.1. Rock Samples

Eighty-eight core samples from four boreholes at the Krafla volcano, Iceland, were available for this study. The host rock varies from basaltic glass of hyaloclastite type to crystalline basalt of dolerite type (Gautason et al., 2007; Gudmundsson, 1991; Jónsson et al., 2003). The dominant primary minerals from magmatic crystallization are plagioclases, pyroxenes, and iron-titanium-oxides (titanomagnetite, rutile, and ilmenite).
The alteration level varies from fully altered glassy samples, where clay minerals dominate, often accompanied by zeolites, quartz, and calcite, to almost fresh crystalline samples, with an abundance of unaltered plagioclase phenocrysts.

Cylindrical plugs, with average length of 30 mm and average diameter of 25 mm, were prepared for electrical measurements and saturated under vacuum with water containing six distinct NaCl concentrations, resulting in fluid conductivities ranging from 0.02 to 11 S/m. Measurements at each fluid conductivity were carried out in average 30 days after changing the NaCl concentration. Indeed, monitoring of the bulk conductivity showed a steady value after 30 days (less than 5% relative change over 6 weeks for most samples). Therefore, we consider that the salinity inside the pore spaces is homogenized after 30 days (see Figure S2 in the supporting information). The saturating procedure and measurements of porosity, density and cation exchange capacity (CEC), as well as bulk real conductivity at all fluid conductivities, are presented for these 88 samples in Lévy et al. (2018).

Among these 88 samples, 30 samples with varying complex electrical properties were selected in this study for further analysis of the sulfides and iron-titanium-oxide minerals and comparison to the complex electrical signature. For each plug, thin sections were prepared either from one end of the plug (transverse section) or from the host core sample in the vicinity of the hole created by the plug (axial section).

2.2. Analysis of the Mineralogy

The chemistry of metallic particles was analyzed quantitatively by Electron Probe Micro-Analysis at Géosciences Montpellier and qualitatively by scanning electron microscope (SEM) at Ecole Normale Supérieure (Paris). As shown by the ternary diagram presented in Appendix B, most of the iron-titanium-oxide minerals analyzed belong to the titanomagnetite series, but a few oxides belong to the titanohematite series. Yet, these are located near the ilmenite-end rather than hematite-end. Indeed, no hematite was found in our samples. Considering a general structural formula Fe$_x$S$_{1-x}$ for sulfides, most sulfides analyzed in our samples have $x$ in the range 0.63–0.67, corresponding to pyrite. However, sulfide with $x = 1.1$ occurs in more than half of the analyses in sample L41, corresponding to the composition of troilite, the Fe-rich end-member of the pyrite-pyrrhotite solid solution (Figure B1). For simplification, we will mostly refer to iron-titanium-oxide minerals and sulfide minerals by the terms titanomagnetite and pyrite, respectively. Our data set does not allow to distinguish the IP responses of titanomagnetite and ilmenite or those of pyrite and pyrrhotite.

The volume fraction of pyrite and titanomagnetite are estimated using SEM images of entire thin sections (width between 25 and 40 mm). These images are processed using the freeware ImageJ (Abramoff et al., 2004). The fraction of the surface covered by metallic particles is estimated by adjusting the brightness threshold to count only metallic particles. With the resolution chosen for the analysis of whole thin sections, pixels at the edges of metallic particles have a brightness between metallic and nonmetallic. This introduces an uncertainty, which was evaluated by processing figures with two different brightness thresholds. Volume fractions, derived by extrapolation from the inferred surface fractions and assuming homogeneous rock samples, are presented in Table 1. Two samples, L41 and L82, have a particularly heterogeneous two-dimensional distribution of metallic particles (Figure 1 for sample L41). Therefore, two distinct cross-sectional areas of the plugs were analyzed and reported in Table 1.

Indeed, local heterogeneity cannot be avoided although the plugs have been prepared from homogeneous layers of the boreholes. This limits the accuracy of this method, but the overall uncertainty on the volume fraction was estimated to 30% in the most extreme cases (L41 and L82). Other quantification methods, such as X-Ray computed tomography density statistics, are problematic given the variability and complexity of the background mineralogy (Clennell et al., 2010). The method chosen here was considered as the most reliable for quantifying the volume fraction of metallic particles in natural samples.

For smectite quantification, a large fraction of the original sample was crushed and mixed, so that the uncertainty stemming from possible three-dimensional heterogeneity of a core is mitigated. The smectite volume is calculated from the CEC and the dry density of each sample, following equation (1).

$$\text{Smecvol.}_{\%} = \frac{\text{CEC}}{\text{CEC}_0} \frac{\rho_{\text{dry}}}{\rho_{\text{smec}}}$$

where CEC and CEC$_0$ = 91 meq/100 g are the CEC of the sample and of pure smectite, respectively, \( \rho_{\text{smec}} = 2.3 \text{ g/cm}^3 \) is the density of smectite, and \( \rho_{\text{dry}} \) is the density of the dry sample. The value for CEC$_0$ corresponds
Table 1
Relevant Mineralogy Information Obtained From SEM and EPMA Analyses, As Well As Petrophysical Measurements

<table>
<thead>
<tr>
<th>ID</th>
<th>Rock type</th>
<th>Major</th>
<th>𝜈_{min} (vol.%)</th>
<th>𝜈_{max} (vol.%)</th>
<th>Smec (vol.%)</th>
<th>Min MPA (mrad)</th>
<th>Max MPA (mrad)</th>
<th>𝜎_{1Hz,0.13S/m} (S/m)</th>
<th>Porosity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L02</td>
<td>welded breccia</td>
<td>Pyr</td>
<td>4.8%</td>
<td>5.4%</td>
<td>12%</td>
<td>36</td>
<td>62</td>
<td>2.55 x 10^{-2}</td>
<td>36.0%</td>
</tr>
<tr>
<td>L06</td>
<td>bas. breccia</td>
<td>Pyr</td>
<td>2.3%</td>
<td>2.5%</td>
<td>30%</td>
<td>62</td>
<td>94</td>
<td>2.35 x 10^{-2}</td>
<td>26.4%</td>
</tr>
<tr>
<td>L09</td>
<td>bas. breccia</td>
<td>Pyr</td>
<td>3.2%</td>
<td>3.6%</td>
<td>38%</td>
<td>36</td>
<td>44</td>
<td>5.99 x 10^{-2}</td>
<td>27.5%</td>
</tr>
<tr>
<td>L14</td>
<td>hyaloclastite</td>
<td>Pyr</td>
<td>4.0%</td>
<td>4.1%</td>
<td>28%</td>
<td>50</td>
<td>65</td>
<td>6.76 x 10^{-2}</td>
<td>39.5%</td>
</tr>
<tr>
<td>L19</td>
<td>dense lava</td>
<td>Pyr</td>
<td>6.3%</td>
<td>7.6%</td>
<td>25%</td>
<td>105</td>
<td>154</td>
<td>1.19 x 10^{-2}</td>
<td>21.6%</td>
</tr>
<tr>
<td>L22</td>
<td>ves. lava</td>
<td>Pyr</td>
<td>1.8%</td>
<td>2.1%</td>
<td>27%</td>
<td>64</td>
<td>93</td>
<td>4.50 x 10^{-2}</td>
<td>13.9%</td>
</tr>
<tr>
<td>L24a</td>
<td>hyaloclastite</td>
<td>Pyr, Pyrrh</td>
<td>5.4%</td>
<td>6.0%</td>
<td>31%</td>
<td>59</td>
<td>90</td>
<td>5.25 x 10^{-2}</td>
<td>22.2%</td>
</tr>
<tr>
<td>L24b</td>
<td>hyaloclastite</td>
<td>see L24a</td>
<td>see L24a</td>
<td>see L24a</td>
<td>see L24a</td>
<td>56</td>
<td>84</td>
<td>4.36 x 10^{-2}</td>
<td>17.8%</td>
</tr>
<tr>
<td>L25</td>
<td>bas. breccia</td>
<td>Pyr</td>
<td>4.4%</td>
<td>4.8%</td>
<td>12%</td>
<td>83</td>
<td>127</td>
<td>5.04 x 10^{-2}</td>
<td>34.4%</td>
</tr>
<tr>
<td>L31</td>
<td>hyaloclastite</td>
<td>Pyr</td>
<td>0.2%</td>
<td>0.2%</td>
<td>35%</td>
<td>9</td>
<td>16</td>
<td>7.52 x 10^{-2}</td>
<td>23.6%</td>
</tr>
<tr>
<td>L41</td>
<td>bas. breccia</td>
<td>Troil, Pyr</td>
<td>4.3%</td>
<td>5.3%</td>
<td>5%</td>
<td>111</td>
<td>186</td>
<td>7.70 x 10^{-3}</td>
<td>11.3%</td>
</tr>
<tr>
<td>L75</td>
<td>ves. lava</td>
<td>Pyr, Hayc</td>
<td>0.9%</td>
<td>0.9%</td>
<td>1%</td>
<td>15</td>
<td>61</td>
<td>2.44 x 10^{-3}</td>
<td>24.7%</td>
</tr>
<tr>
<td>L82</td>
<td>bas. breccia</td>
<td>Pyr</td>
<td>0.4%</td>
<td>1.4%</td>
<td>5%</td>
<td>13</td>
<td>26</td>
<td>2.23 x 10^{-2}</td>
<td>34.1%</td>
</tr>
<tr>
<td>L119</td>
<td>hyaloclastite</td>
<td>Pyr</td>
<td>0.2%</td>
<td>0.2%</td>
<td>51%</td>
<td>7</td>
<td>11</td>
<td>5.64 x 10^{-2}</td>
<td>26.9%</td>
</tr>
<tr>
<td>L123</td>
<td>hyaloclastite</td>
<td>Pyr, Rut</td>
<td>0.5%</td>
<td>0.5%</td>
<td>31%</td>
<td>9</td>
<td>18</td>
<td>1.04 x 10^{-1}</td>
<td>36.5%</td>
</tr>
<tr>
<td>L12a</td>
<td>dense lava</td>
<td>Ti-Mag</td>
<td>No analysis</td>
<td>No analysis</td>
<td>7%</td>
<td>51</td>
<td>74</td>
<td>2.82 x 10^{-3}</td>
<td>3.9%</td>
</tr>
<tr>
<td>L12b</td>
<td>dense lava</td>
<td>see L12b</td>
<td>see L12b</td>
<td>see L12b</td>
<td>see L12b</td>
<td>7%</td>
<td>42</td>
<td>2.27 x 10^{-3}</td>
<td>4.7%</td>
</tr>
<tr>
<td>L21</td>
<td>dense lava</td>
<td>Mag</td>
<td>1.6%</td>
<td>1.7%</td>
<td>30%</td>
<td>20</td>
<td>30</td>
<td>2.60 x 10^{-2}</td>
<td>14.9%</td>
</tr>
<tr>
<td>L26</td>
<td>ves. lava</td>
<td>Mag, Ilm</td>
<td>1.1%</td>
<td>1.5%</td>
<td>18%</td>
<td>34</td>
<td>37</td>
<td>1.39 x 10^{-2}</td>
<td>9.9%</td>
</tr>
<tr>
<td>L30</td>
<td>dyke</td>
<td>Mag, Ilm</td>
<td>1.6%</td>
<td>2.0%</td>
<td>16%</td>
<td>23</td>
<td>59</td>
<td>7.82 x 10^{-3}</td>
<td>5.0%</td>
</tr>
<tr>
<td>L45</td>
<td>ves. lava</td>
<td>see L46a</td>
<td>No analysis</td>
<td>No analysis</td>
<td>1%</td>
<td>20</td>
<td>89</td>
<td>1.14 x 10^{-2}</td>
<td>27.1%</td>
</tr>
<tr>
<td>L46a</td>
<td>ves. lava</td>
<td>Mag, Ilm</td>
<td>1.4%</td>
<td>1.7%</td>
<td>0%</td>
<td>23</td>
<td>59</td>
<td>8.60 x 10^{-3}</td>
<td>24.4%</td>
</tr>
<tr>
<td>L46b</td>
<td>ves. lava</td>
<td>see L46a</td>
<td>see L46a</td>
<td>see L46a</td>
<td>see L46a</td>
<td>25</td>
<td>58</td>
<td>7.34 x 10^{-3}</td>
<td>23.4%</td>
</tr>
<tr>
<td>L47</td>
<td>ves. lava</td>
<td>Mag</td>
<td>No analysis</td>
<td>No analysis</td>
<td>0%</td>
<td>24</td>
<td>77</td>
<td>9.68 x 10^{-3}</td>
<td>24.0%</td>
</tr>
<tr>
<td>L48</td>
<td>ves. lava</td>
<td>Mag</td>
<td>1.0%</td>
<td>1.2%</td>
<td>0%</td>
<td>17</td>
<td>89</td>
<td>6.33 x 10^{-3}</td>
<td>20.5%</td>
</tr>
<tr>
<td>L81</td>
<td>dense lava</td>
<td>Mag</td>
<td>3.2%</td>
<td>4.0%</td>
<td>27%</td>
<td>40</td>
<td>84</td>
<td>8.55 x 10^{-3}</td>
<td>8.0%</td>
</tr>
<tr>
<td>L93</td>
<td>dyke</td>
<td>Mag</td>
<td>0.2%</td>
<td>0.4%</td>
<td>2%</td>
<td>4</td>
<td>28</td>
<td>1.08 x 10^{-2}</td>
<td>24.0%</td>
</tr>
<tr>
<td>L116</td>
<td>dense lava</td>
<td>Ti-Mag, Ilm</td>
<td>1.1%</td>
<td>1.2%</td>
<td>12%</td>
<td>29</td>
<td>44</td>
<td>3.99 x 10^{-3}</td>
<td>11.3%</td>
</tr>
<tr>
<td>L117</td>
<td>dense lava</td>
<td>Ti-Mag, Ilm</td>
<td>1.7%</td>
<td>1.9%</td>
<td>10%</td>
<td>21</td>
<td>66</td>
<td>2.83 x 10^{-3}</td>
<td>5.1%</td>
</tr>
<tr>
<td>L118</td>
<td>dense lava</td>
<td>see L117</td>
<td>No analysis</td>
<td>No analysis</td>
<td>10%</td>
<td>22</td>
<td>46</td>
<td>3.14 x 10^{-3}</td>
<td>4.9%</td>
</tr>
</tbody>
</table>

Note. The columns rock type and major indicate, for each sample, the type of rock and of dominant metallic minerals, respectively. Other minor metallic minerals are sometimes sporadically observed in the matrix. The columns 𝜈_{min} and 𝜈_{max} give the estimated volume fraction of metallic grains, using low- and high-brightness thresholds for the image analysis, respectively, except for samples L82 and L41 where the two values correspond to quantification on two different images. The smectite volume fraction is given in the next column. The estimated maximum phase angle (MPA) is shown in the next two columns. Since the MPA depends on the fluid conductivity, the two extreme values are given. The MPA are retrieved at frequencies below 1 kHz, except for samples L19 and L81 where they are retrieved at frequencies below 10 kHz. The last two columns give the in-phase conductivity at 1 Hz and 0.13 S/m and the porosity. For five samples (L24b, L12b, L45, L46b, and L118), the type of metallic mineral was not directly analyzed but inferred from the composition of neighboring samples coming from the same lithological layer and having very similar X-ray diffraction patterns. In addition, three of these samples (L24b, L12b, and L46b) come from the same original core but were prepared in an orthogonal direction as their analog (L24a, L12a, and L46a); therefore, the mineral quantification of their analog sample is assumed to be a relevant estimate. Pyr = pyrite = FeS_{2}; Pyrrh = pyrrhotite = Fe_{0.8}S; Troil = troilite = FeS; Hayc = haycockite = Cu_{4}Fe_{5}S_{8}; Rut = rutile = TiO_{2}; Mag = magnetite = FeOFe_{2}O_{4}; Ti-Mag = titanomagnetite = Fe_{2-3}Ti_{0-1}O_{4}; Ilm = ilmenite = FeTiO_{3}; Ves. lava = vesicular lava; bas. breccia = basaltic breccia. SEM = scanning electron microscope; EPMA = Electron Probe Micro-Analysis.
to the average CEC of smectite in these samples, fitted to the linear trend $\text{CEC} = f(\text{Smec}_{\text{wt.}}\%)$ (Lévy et al., 2018).

### 2.3. Electrical Impedance

The electrical impedance was measured with a Solartron 1260 impedance-meter and a four-electrode setup, following Vinegar and Waxman (1984), where the voltage and current electrodes are separated. The sample holder is presented in Figure S1 in the supporting information. An alternating current in the frequency range 10 mHz to 1 MHz was injected between Nickel electrodes (good resistance to corrosion) and the resulting sinusoidal voltage was measured between nonpolarizable Ag/AgCl electrodes.

For a sinusoidal voltage $U(t) = U_0 \sin(\omega t + \theta_U)$ and current $I(t) = I_0 \sin(\omega t + \theta_I)$, the electrical impedance $Z$ is given by $U(t) = ZI(t)$, where $\omega$ is the angular frequency in radians per second, $t$ is the time in seconds, and $(U_0, \theta_U)$ and $(I_0, \theta_I)$ are the amplitudes and phase angles of the sinusoidal voltage and current, respectively.

Due to the alternating character of the electrical signal, it is convenient to write $I$, $U$, and $Z$ as complex numbers (equation (2); Agarwal & Lang, 2005; Barsoukov & Macdonald, 2018; Sumner, 1976).

$$Z(\omega) = \frac{U_0 e^{i(\omega t + \theta_U)}}{I_0 e^{i(\omega t + \theta_I)}} = |Z(\omega)| e^{i\theta(\omega)}$$

where $Z$, $U$, and $I$ are in $\Omega$, $V$, and $A$, respectively, $|Z(\omega)|$ in $\Omega$ is the modulus of the impedance and $\theta(\omega) = \theta_I - \theta_U$ in radians is the (frequency-dependent) phase angle of the impedance, as shown in Figure 2. Most of the time, the phase angle of the impedance is negative, corresponding to a delay of the voltage relative to the current.

Impedance measurements of the electrical cell filled with water (no rock sample) at different fluid conductivities, where no polarization is expected, is shown in Appendix A. The resulting phase angle varies between 1.5 and $-1$ mrad in the range 0.1–1000 Hz. These values, obtained over a wide range of fluid conductivities are higher than the value of ±0.3 mrad reported (only at 0.0085 S/m) by Lesmes and Frye (2001), using a similar setup and sample holder, in the same frequency range. Our uncertainty is also significantly higher than the value of ±0.1 mrad obtained with the setup presented by Zimmermann et al. (2008), most suitable for investigation of low phase angles. However, our measurement setup presents the considerable advantage of being easy and quick to use, which allowed us to run 10 to 15 measurements per sample, including redundant measurements. Moreover, the large phase angles considered here, mostly in the range 20–200 mrad (see Figure 2), the reproducibility of our measurements over time (see Figure S3 in the supporting information),
Figure 2. Phase spectra (negative phase angle $\theta$ versus alternating current frequency) from laboratory measurements of frequency domain electrical impedance for 10 samples, at different fluid conductivities (see color scale at the bottom, except for sample L117 that has separate color scale). The inferred maximum phase angle is indicated by the horizontal line. The respective smectite (Smec) and pyrite (Pyr) volume fractions are also indicated.
and the consistency of the trends observed between different samples, did not require further improvements in the measurement accuracy.

3. Results

An increase of the phase angle at frequency higher than 1–10 kHz is observed for all samples (Figure 2). This corresponds to high-frequency (HF) polarization phenomena, mostly attributed to polarization at the electrodes (Abdulsamad et al., 2016; Macdonald, 2000), although part of the observed polarization effect may also come from the so-called Maxwell-Wagner polarization (Chelidze & Gueguen, 1999). Because of these important effects, phase angle peaks due to polarization in the rock can only be observed at low frequency ($f \leq 10^4$ Hz). Polarization effects described in the rest of the study refer to low-frequency effects, unless the term HF polarization is used.

Since one objective of our study is to provide interpretations to IP parameters obtained in the field, simple parameters are required. We consider the MPA to be the simplest parameter, which can describe the amplitude of polarization in a comparable manner for all samples. It can be obtained directly from any phase spectrum and can also be inverted from field time domain IP measurements (Fiandaca et al., 2018; Madsen et al., 2017). We calculate the MPA, based on the phase angle value at the summit of spectral peaks (Figure 2), if a clear peak is observed in the phase spectrum, or the average phase angle of a linear/flat section when that is observed (e.g., L75). For samples showing two maxima (e.g., L02 at 1 and $10^5$ Hz), we take the MPA at the lower frequency. Moreover, the bulk real conductivity at 1 Hz, $\sigma_{1\text{Hz}}$, is used to represent the real part of the conductivity (equation (3)). The value at 1 Hz is chosen as it is most relevant for field applications, but the bulk real conductivity is considered almost frequency independent (see, e.g., Maurya et al., 2018).

$$\sigma(\omega) = \frac{Z'(\omega) \cdot L}{|Z(\omega)|^2 \cdot A}$$

where $\sigma$ and $Z'$ are the real part of the bulk electrical conductivity and impedance, respectively. $L$ and $A$ are the length and cross-sectional area of the plug. $\sigma_{1\text{Hz}}$ is comparable to the conductivity measured in the field, often in the range 0.1–100 Hz.

Together, the MPA and $\sigma_{1\text{Hz}}$ provide a fair description of the complex resistivity spectra, which we use to relate IP response to mineralogy in our study. The peak frequency at which the MPA is reached, is, however, missing in this description. Since it is a more complicated and ambiguous parameter to calculate, both in field and in time domain IP studies, we do not analyze it quantitatively here (Fiandaca et al., 2018; Maurya et al., 2018).

Impedance spectra were also fitted with an electrical equivalent circuit model, based on the empirical Cole-Cole models (Cole & Cole, 1941; Davidson & Cole, 1951; Hallof & Klein, 1983; Havriliak & Negami, 1966; Macnae, 2015). This approach was not appropriate for analyzing the impedance spectra of our natural volcanic samples. (Florsch et al., 2012; Ghorbani et al., 2007). Therefore, Cole-Cole fits are not used in the rest of the paper but are, instead, presented and discussed in supporting information S2.

3.1. Identifying the Presence of Pyrite

The MPA is in the range 4–89 mrad for samples with iron oxides and in the range 7–186 mrad for samples with pyrite. Large variability with fluid conductivity is observed, with up to 70% decrease when the fluid conductivity increases from 0.02 to 5 S/m. Among the 30 samples analyzed, only 3 samples, L31, L119, and L123, contain $\leq 0.5\%$ of metallic particles. These samples have a high smectite volume ($\geq 30\%$) and the lowest MPA ($\leq 20$ mrad).

Samples with high MPA ($\geq 30$ mrad) contain sulfides or iron oxides in significant amounts ($\geq 1\%$). Most samples with pyrite have $\sigma_{1\text{Hz}}$ higher than $10^{-2}$ S/m (Figure 3). More accurately, the presence of pyrite is likely if the couple MPA-$\sigma_{1\text{Hz}}$ plots to the right of the division line shown in Figure 3. The different geological matrices in which titanomagnetite and pyrite are embedded can explain this discrimination.

Iron oxides, which usually form during primary crystallization of magma (Haggerty, 1976), are found in fresh, crystalline samples, which have undergone limited hydrothermal alteration (samples L48, L26, L81, and L117 in Figure 4 and sample L48 in Figure 5). Moreover, the spatial distribution of titanomagnetite is homogeneous (samples L48, L26, L81, and L117 in Figure 4).
Figure 3. Maximum phase angle versus $\sigma_{1\text{Hz}}$ for all samples, at pore fluid conductivity of 0.13 S/m. The black line separates hydrothermal and magmatic metallic mineralization.

The cocrystallization (in equilibrium; Bacon & Hirschmann, 1988) of ilmenite and titanomagnetite (at 80% ilmenite and 70% ulvospinel, respectively) in samples L30 and L46a allows calculation of the crystallization temperatures and oxidation-reduction conditions, by geothermometry and oxygen barometry. Calculated temperatures are consistent with the formation of basalt: $T = 1140$ and $1100 \pm 30$ °C, respectively. Corresponding oxygen partial pressures are close to the quartz-fayalite-magnetite buffer ($f_{O_2} = -8.87$ and $-9.39$, respectively; Ghiorso & Sack, 1991). These calculations confirm that iron oxides are magmatic minerals and that the environment of crystallization is in a relatively reduced state, according to classical calibrations (Powell & Powell, 1977).

Figure 4. Scanning electron microscope images for 12 samples (all at the same scale). Red color indicates the presence of metallic particles. The top four samples (L117, L48, L26, and L81) contain iron oxides and the others pyrite.
Sulfides (mostly pyrite) are found in hydrothermally altered samples (samples L09, L19, L14, L22, L41, L25, and L02 in Figure 4). In these samples, large smectite volumes are usually also present (Table 1), which causes a higher real conductivity (Lévy et al., 2018). In these altered samples, iron oxides have been dissolved, as illustrated in Figure 5 for sample L09. Sulfides are usually concentrated along fractures and vesicles or clasts rims (see, in particular, samples L19, L22, L14, L25, and L02 in Figure 4). In samples L41 and L75, sulfides are localized in one area of the thin section (see Figure 1 for L41).

Figure 4 demonstrates the complexity of hydrothermally altered samples. Two types of grain size (of metallic particles) distributions are shown: (i) frequency of each bin of particle sizes in terms of number of particles (classical distribution) and (ii) a distribution calculated as the surface fraction covered by each bin. Figure 4 shows that most of the metallic particles are small (cross-sectional area in the range 10–100 $\mu$m for all samples), but the few big particles (cross-sectional area greater than $10^4$ $\mu$m) can represent an important, or dominant, fraction of the total area covered by metallic particles. The total area covered by metallic particles, divided by the total area of the thin section, is here our measure of the volume percentage of metallic particles. The second type of distribution shows different patterns for each sample. These patterns seem to have an influence on the phase spectrum (Figure 2). Indeed, sample L02 contains metallic particles whose section area distribution has two small maxima, at $10^2$ and $10^5$ $\mu$m$^2$, which are reflected in the two small polarization peaks observed at 1 and $10^4$–$10^5$ Hz in Figure 2. Sample L19 contains metallic particle with one clear maximum section area at $10^3$ $\mu$m$^2$, which is reflected by one strong polarization peak at $10^4$ Hz. Finally, sample L41 contains metallic particles with a maximum section area at $10^5$ $\mu$m$^2$, which is reflected in the polarization peak at 1 Hz. The connectivity of small pyrite grains, for example in sample L25, may also explain low peak frequencies. However, this connectivity cannot be quantified from SEM image analysis.

Two samples with sulfides, L75 and L82, lie left of the division line in Figure 3. Sample L75 contains about 0.8% sulfide but the low level of alteration indicates that sulfides may have formed during magmatic
crystallization rather than hydrothermal alteration (Figure 5). Indeed, an intact crystalline matrix is observed in this sample and the chlorite in-filling found with sulfides in closed vesicles tends to indicate late-magmatic crystallization of chlorite rather than during hydrothermal alteration (Berger et al., 2018; Meunier et al., 2012; Merle et al., 2005). The same was observed for sample L82, but in-fillings were rather of mixed-layer smectite/chlorite nature (e.g., corrensite). This type of sulfide mineralization is not detectable with the approach suggested here, but is of little interest for geothermal industry.

The discrimination between iron oxides (mostly titanomagnetite) and sulfides (mostly pyrite) shown here for a fluid conductivity of 0.13 S/m is valid at all fluid conductivities up to 0.5 S/m. Beyond 1.5 S/m, samples with titanomagnetite can be as conductive as samples with pyrite, if not more conductive, for samples with no smectite but low formation factor (Figure S11 in the supporting information). In low-salinity geothermal fields, such as Krafla (fluid conductivity 0.07 S/m at 25 °C), fluid conductivities higher than 0.5 S/m are unlikely. Indeed, even if the temperature reached 250 °C at the depths investigated, the in situ fluid conductivity would be 0.39 S/m, using a conductivity increase of 2%/°C (Arps, 1953; Hayashi, 2004). However, in saline geothermal systems, such as Reykjanes in Southwest Iceland, the discrimination may not be feasible. Finally, in contexts where pyrite is not formed by hydrothermal processes, the discrimination method suggested here may not be relevant.

3.2. Estimating the Volume of Pyrite
The volume fraction of iron oxides is in the range 1–2% in samples where iron oxides are the major metallic minerals and less in other samples. The volume fraction of sulfides ranges from ≤0.1% to 7% in all samples. The volume fraction of smectite is in the range 0–30% (Table 1).

We observe that the MPA generally increases with the volume fraction of pyrite and titanomagnetite in a linear manner (Figure 7), with a slope of 22 mrad/vol.% of metallic particles (or to 2.2 rad when the x axis is set to the interval 0–1 instead of percentages). Similar trends are observed at different pore fluid conductivities (Figure S12 in the supporting information). The linear relationship between the MPA and the volume of metallic particles may be qualitatively interpreted as an increase of the time needed for the maximum voltage to be reached, when more metallic surface is exposed to the fluid, due to more intense local displacement currents associated to longer redistribution of charges before an equilibrium is reached.

However, many samples deviate from the main trend in Figure 7. We suggest that most of the deviation is caused by the influence of interfoliar conductivity through connected smectite particles, which prevents polarization to occur (Lévy et al., 2018). Indeed, we observe a decrease of the MPA with increasing smectite content, for a given pyrite content (Figure 8a). For samples with hydrothermal pyrite and smectite, a general decreasing trend is observed between MPA and $\sigma_{1Hz}$ when considering all samples together (Figure 8a). For samples containing magmatic iron oxides, a linear trend is observed for each sample separately (Figure 8b), while their MPA are all in a narrow range (Figure 7). This indicates that varying electrolyte concentration (salinity) causes larger variations of the MPA than the different pore structures and iron oxides types and content in these magmatic unaltered samples, which is consistent with the fact that all basaltic rocks contain primarily 1–2% of iron oxides in volume. In hydrothermal samples, the MPA varies much more, due to more variable volumes of pyrite, and is also affected both by the counter influence of smectite and electrolyte concentration. We also observe that, for hydrothermal samples, the MPA reaches a maximum at a certain $\sigma_{1Hz}$ (Figure 8a). The fluid conductivity corresponding to this maximum varies from 0.13 to 1.5 S/m, depending on the sample.

As a consequence, in volcanic environments, the MPA needs to be considered together with the bulk real conductivity in order to (i) determine if the IP response corresponds to pyrite or iron oxides and (ii) estimate the pyrite content.

4. Discussion
4.1. Complexity of Natural Samples
We mentioned earlier the difficulty of fitting the impedance spectra with Cole-Cole models. We suggest this relates to the complexity of natural samples, illustrated in particular by Figure 4.

First, higher peak frequencies are observed in our samples than in studies on synthetic samples (Revil et al., 2017; Wong, 1979). This makes the discrimination between rock and apparatus polarization (as well as other
Figure 6. Distribution of metallic grain areas of sulfide minerals in samples L19, L02, and L41. The upper panels show the frequency of each area bin, while the lower panels show the surface covered by each bin, divided by the total surface covered by metallic particles. All the bins corresponding to areas greater than $10^4 \mu m^2$ contain only one particle; they are thus invisible in the upper panels. The bin corresponding to the smallest grain areas ($10 \mu m^2$) contains about 70,000 particles for each sample.

HF effect) more difficult. This is probably due to the natural abundance of very small pyrite and iron oxides minerals in volcanic environments (see, e.g., sample L19 in Figures 5 and 6), unlike in massive sulfide ore deposits or synthetic samples with controlled grain size. Indeed, a decreasing grain size of metallic particle causes higher polarization frequency (Wong, 1979).

Second, the asymmetry of low-frequency polarization peaks, or even the presence of two clear distinct relaxation peaks (e.g., small secondary peak for L41 at high fluid conductivity around 0.1 Hz and two peaks

Figure 7. Maximum phase angle versus volume fraction of metallic particles, at pore fluid conductivity of 0.13 S/m. The black line corresponds to a linear fit constrained to pass through (0,0). The slope of the line is $22 \pm 4$ mrad/vol.%.
Figure 8. Maximum phase angle versus $\sigma_{1Hz}$ for (a) samples with hydrothermal pyrite and smectite; (b) samples with magmatic iron oxides, besides sample L75, which contains sulfides (most likely from magmatic origin). One color corresponds to one sample (curves/lines show general trends). In (a), samples L41, L25, and L14 have similar pyrite volumes but decreasing smectite volumes.

around 1 and $10^5$ Hz for L02 in Figure 2) can be explained by the large variability of grain sizes and connectivity between metallic grains, which exists in natural samples. Indeed, samples L41 and L02 have a complex distribution of grain sizes (Figures 4 and 6). On the other hand, sample L19 has a simple distribution of grain sizes (Figure 6) and can be correctly fitted with a simple Cole-Cole model (Figure S5 in the supporting information).

Less bias is introduced when calculating the MPA directly from the phase spectra than when inverting the chargeability by fitting impedance spectra with Cole-Cole models. The MPA can be slightly overestimated for samples having a maximum polarization at HF (L09, L19, L81, and L75; see Figure 2), but this does not cause deviation to the quantitative trend in Figure 7, since these samples are on the trend or below. Therefore, the MPA seems appropriate to describe the amplitude of polarization in natural samples. The MPA together with the bulk real conductivity at 1 Hz provides a convenient description of the complex electrical properties of natural samples.

The multiplicity (L02), flatness (L75), and asymmetry (L41) of polarization peaks make it difficult to determine a peak frequency or relaxation time. A qualitative comparison of the peak frequency to the metallic...
grain size distribution was carried out, showing that the peak frequency seems to be controlled by the metallic particles with the largest section areas, although these particles only represent a negligible number of particles, compared to the total number of metallic particles. In order to analyze further the influence of metallic grain size on the peak frequency, a further study could be carried out to obtain a distribution of relaxation times (RTD), for example, by Debye decomposition (Florsch et al., 2014; Nordsiek & Weller, 2008; Weigand & Kemna, 2016). Different kernel functions could be tested for the decomposition (Debye, Warburg, and Cole-Cole) and the resulting total chargeability could be compared to the MPA and volume content of metallic particles, while the relaxation time distribution could be compared to the grain size distribution.

We also mentioned the difficulty of quantifying the pyrite volume, due to heterogeneity inside some samples. Despite this natural heterogeneity, we observe simple trends between the MPA and the bulk mineral content. These trends are relevant for field interpretations where the averaging of large volumes includes heterogeneous structures.

Several models predict a relationship between the chargeability, or the percentage frequency effect (PFE), and the volume percent of metallic particles. In all models, this relationship corresponds more or less to a slope of 9/2, which is verified on synthetic samples (Abdulsamad et al., 2017; Revil et al., 2017; Wong, 1979; Wait, 1983). The PFE, which is the relative variation of the real conductivity between two given frequencies, and thus an approximation of the chargeability, is supposed to be proportional to the phase angle at the geometrical mean frequency and is therefore closely related to the MPA (e.g., Revil et al., 2017). We do obtain a consistent slope of 240 ± 10 mrad between the MPA and the PFE at all salinities (see Figure S7 in the supporting information). However, this slope corresponds to a coefficient of 9.0 ± 1.5 between the PFE and the volume content of metallic particles, according to the fit in Figure 7. Therefore, our data set does not follow the trend between the PFE and the volume content of metallic particles predicted by the above-mentioned models and verified on synthetic samples (9 in our case versus 9/2 in models). Interestingly, the slope obtained in Figure 7 is very close to the value 9/4 suggested between the MPA and the volume content of metallic particles in the model by Revil et al. (2015).

4.2. Dependence of MPA Upon Bulk Electrical Conductivity

Curves in Figure 8b and the decreasing part of curves in Figure 8a, showing a decrease of MPA with increasing fluid conductivity, are consistent with other laboratory observations (e.g., Joseph et al., 2015; Kruschwitz, 2007; Lesmes & Frye, 2001) and also predictions of membrane polarization phenomena by numerical modeling (Bücker & Hördt, 2013; Hördt et al., 2016). Abdulsamad et al. (2017) suggest that the chargeability (or MPA) is independent of the electrolyte concentration, based on their observations on synthetic samples composed of sandstone with metallic particles. However, similar behavior to ours cannot be ruled out based on their Figure 4 only. Indeed, the curves corresponding to samples saturated with NaCl hint toward a similar behavior to ours, which could be confirmed by measurements on samples with larger volume content of metallic particles, saturated with a denser variation of NaCl concentrations. The x axis in Figure 8 shows the bulk real conductivity and not the fluid conductivity, but for a given sample the bulk conductivity increases monotonously with the fluid conductivity (Waxman & Smits, 1968), so that the shape of the curves is similar. The bulk conductivity is preferred because it includes a possible contribution from smectite minerals, which varies between samples. Smectite is more conductive than other clay minerals because cation exchange can occur inside the smectite crystals, between the clay tablets, and not only at the edges (Lévy et al., 2018). Therefore, the electrical current can flow through the smectite crystal, which may bypass polarization at the interface between fluid and smectite and cause a decrease in overall polarization, whereas other clay minerals would increase the overall polarization (Weller et al., 2013). Studying in more detail the conductivity within the clay tablets and polarization at the interface between fluid and connected smectite particles in volcanic rocks could improve, in the future, our understanding of the counter-effect of smectite on IP observed here.

A group of samples also reaches a maximum MPA for a certain window of fluid conductivity (Figure 8a). These samples contain pyrite and various amounts of smectite; samples with higher smectite volume seem to reach their maximum MPA at higher fluid conductivity. A similar behavior was observed for sandstones samples (Kruschwitz, 2007). This behavior is also predicted by numerical modeling of membrane polarization, in a system consisting of a sequence of narrow and wide pores, where the membrane effect is caused by different mobility of the ion species in the two pore types (Hördt et al., 2016). By analogy with the model developed by Hördt et al. (2016), we suggest that the presence of smectite with connected interfoliar spaces...
creates a conduction network similar to a system of narrow and wide pores. In the range of fluid conductivity where the increase of MPA is observed, electrical conduction within connected interfoliar spaces of smectite and along the electrical double layer dominate the overall bulk conductivity. When salinity increases, the electrical double layer (e.g., at the outer surface of smectite minerals) becomes smaller. This may cause a higher mobility contrast between “regular” porosity and interfoliar spaces and thus higher membrane polarization. Interfoliar spaces would be here comparable to narrow pores in the model by Hördt et al. (2016). A possible explanation for the increasing-decreasing sequence here is that increased salinity causes an increase membrane polarization but a decrease of electrode polarization (i.e., polarization associated to metallic particles). Therefore, the overall polarization, dominated by polarization at the interface metal-electrolyte, will eventually decrease upon increasing salinity when the increase of membrane polarization becomes negligible. The model by Hördt et al. (2016) also predicts that smaller pore radii are associated to higher peak salinities for the MPA. This is consistent with the qualitative observation that the peak salinity of the MPA increases with the smectite content in Figure 8.

5. Conclusions

The amplitude of the frequency domain IP response of volcanic rocks, represented in this study by the MPA, depends in a complex manner on amounts of pyrite, iron oxides, and smectite as well as pore fluid conductivity. Natural volcanic rocks are more complex than theoretical models and synthetic samples. Despite this complexity, we observe clear trends that can constrain the location and volume of pyrite mineralization in volcanic environments, by considering together MPA and bulk resistivity without an a priori model. A MPA higher than 30 mrad in volcanic rocks corresponds to either the presence of pyrite or titanomagnetite, but a high bulk electrical conductivity or a MPA higher than 80 mrad indicates the presence of pyrite. MPA increases in general with the pyrite content. However, for a given pyrite content, the MPA decreases when the smectite content increases. This decrease is consistent with a general decrease of the MPA upon increase of bulk electrical conductivity. Adjusting numerical and analytical models to describe these observations on natural samples may be an important next step in understanding IP phenomena.

Appendix

Appendix A: Impedance Response of Water-Filled Tubes

At frequencies higher than 1 kHz, the absolute value of the phase angle of the cell filled with water increases rapidly. The increase becomes less important at higher fluid conductivity but the phase angle becomes pos-

Figure A1. Phase spectra of the water-filled measuring cell in the range 100 mHz to 1 MHz. A zoom on the low phase angle at frequency below 1 kHz is also shown. The color scale corresponds to increasing water conductivity (from cold to warm colors). The y axis represents the negative phase angle. Most of the time, the phase angle of the complex conductivity is negative, corresponding to a phase delay of the voltage relative to the current. Positive phase angles, which are below the x = 0 line in this figure, can only be attributed to induction effects in the electrical circuit.
itive (whereas it is negative most of the time) at fluid conductivity higher than 1.5 S/m and the absolute value starts to increase again (Figure A1). If only dielectric absorption of water was causing the observed HF polarization, the phase angle should be only negative and much lower, considering a relative dielectric permittivity of water around \( \varepsilon_r \approx 80 \) (Abdulsamad et al., 2016). A major contribution from the measuring electrodes is likely at these frequencies, as shown by previous studies (Abdulsamad et al., 2016; Lesmes & Frye, 2001; Volkmann & Klitzsch, 2015).

Appendix B: Chemical Analyses of Sulfides and Iron Oxides

Figure B1 compares the chemistry of the different sulfides and iron oxides for samples, analyzed by Electron Probe Micro-Analysis. Sulfides were analyzed in samples L02, L25, L41, L19, L24a, L75, and L31. Iron oxides were analyzed in samples L21, L26, L30, L46a, L48, L93, and L117. The detailed analyses are given in large Tables S1 and S2 (supporting information).

Figure B1. Sulfide and oxide composition in Krafla samples (individual analyses). (a) Cu-Fe-S ternary plot of normalized atomic proportions in sulfides. (b) TiO\(_2\)-FeO-Fe\(_2\)O\(_3\) ternary plot of normalized weight percent of oxides in iron-titanium oxides. Titanomagnetite and titanohematite series from Lilova et al. (2012).
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Erratum

In the originally published version of this article, the format of numbers in the second to last column of Table 1 were not in proper scientific format. The errors have been corrected, and this may be considered the authoritative version of record.