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Abstract: LiDAR data has been successfully used to estimate forest parameters such as canopy heights and biomass. Major limitation of LiDAR systems (airborne and spaceborne) arises from their limited spatial coverage. In this study, we present a technique for canopy height mapping using airborne and spaceborne LiDAR data (from the Geoscience Laser Altimeter System (GLAS)). First, canopy heights extracted from both airborne and spaceborne LiDAR were extrapolated from available environmental data. The estimated canopy height maps using Random Forest (RF) regression from airborne or GLAS calibration datasets showed similar precisions (~6 m). To improve the precision of canopy height estimates, regression-kriging was used. Results indicated an improvement in terms of root mean square error (RMSE, from 6.5 to 4.2 m) using the GLAS dataset, and from 5.8 to 1.8 m using the airborne LiDAR dataset. Finally, in order to investigate the impact of the spatial sampling of future LiDAR missions on canopy height estimates precision, six subsets were derived from the initial airborne LiDAR dataset. Results indicated that using the regression-kriging approach a precision of 1.8 m on the canopy height map was achievable with a flight line spacing of 5 km. This precision decreased to 4.8 m for flight line spacing of 50 km.
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1. Introduction

Global warming and climate change attract significant attention in the quantification of the standing above ground biomass (AGB) over the last few decades, not only to understand its effects on the global carbon cycle but also to mitigate the effects of the global warming via the conservation of carbon sinks. Currently, existing AGB estimation methods from remote sensing data are either limited in terms of their sensitivity to high AGB levels (sensor saturation at certain biomass levels using mainly radar and optical data) or in terms of their spatial coverage (limited horizontal coverage using LiDAR data).
Within such constraints, most research studies focus on allometric relations for linking the characteristics of a forest (tree height, diameter at breast height, and wood density) to its biomass (e.g., [1–4]), either at the tree level, or the plot level (plot aggregate allometries). However, one of the important variables in the allometric relations that can be estimated from remote sensing techniques is tree height. Several allometries relied on only canopy height for biomass estimation (e.g., [1,3]). In addition, studies have shown that the use of canopy height increases the precision of biomass estimation (e.g., [2,5]).

Currently the best technique for canopy height estimation using remote sensing is based on the use of LiDAR technology. However, similar to other technologies such as radar, LiDAR alone does not yield satisfactory results (Table S1). Many studies used airborne or spaceborne LiDAR for the estimation of forest canopy heights (e.g., [6–11]). While canopy height estimation using airborne LiDAR data can be very precise (RMSE better than 2 m, [12]), spaceborne LiDAR has a lower precision on the canopy height estimation ranging between 2 m and 10 m depending on the characteristics of the forest (e.g., [7,10,11,13–19]). In addition, Airborne LiDAR is limited in the horizontal domain (limited spatial coverage for airborne data and limited acquisition density for satellite data), whereas spaceborne LiDAR provides global coverage of waveform data, but with a relatively low point density (about 0.51 points/km² over French Guiana for example) and inhomogeneous spatial sampling (sampling lines along satellite tracks). Therefore, merging LiDAR data (spaceborne and/or airborne) with other data sources is essential in order to create forest canopy heights with complete land coverage and a good precision (e.g., [10,20]).

Lefsky et al. [20] created a global forest canopy height map estimated from GLAS and 500 m Moderate Resolution Imaging Spectro-radiometer (MODIS) data. Their technique showed canopy height estimates with a root mean square error (RMSE) on the estimation of canopy heights of 5.9 m and a coefficient of correlation ($R^2$) of 0.67. A more recent study conducted by Simard et al. [10] improved on the work of Lefsky et al. [20] for global canopy height mapping using other ancillary data such as the annual mean precipitation, seasonal precipitation, annual mean temperature, seasonal temperature, data from a digital elevation model (DEM) and percentage tree cover provided from MODIS. Their global canopy height map validated against in-situ measurements showed moderate canopy height estimation precision with an RMSE of 6.1 m ($R^2$ of 0.5) on the estimation of canopy heights.

Until now, approaches using interpolation methods of LiDAR data (satellite or airborne data) for mapping canopy heights at a regional scale have not been fully studied, as existing canopy height map products need to be more accurate for them to have more practical value to forest ecologists and forest resource managers. Indeed, the approaches presented in Simard et al. [10] and Lefsky et al. [20] were unable to produce wall-to-wall canopy height maps explaining more than 60% of the total variation of canopy heights ($R^2$). The last 40% could be related to forest dynamic endogenous processes (i.e., gap processes). In addition, while the canopy height mapping from Simard et al. [10] and Lefsky et al. [20] provide somewhat good canopy height estimates at large scales with a medium/low spatial resolution, such precisions are not optimal when estimating forest biomass with allometries that only use canopy heights (e.g., [1,3]). In fact, an RMSE of about 6 m leads to a relative error on the estimation of biomass of about 25%. This precision on the estimation of biomass is more than the recommended relative error of 20% set by the United Nations programme on Reducing Emissions from Deforestation and Forest Degradation (REDD) (e.g., [21,22]). Hence, to satisfy the UN REDD recommendations on the precision of biomass, improved canopy height estimates are required.

Most studies used a single interpolation technique for the production of their canopy height maps. Therefore the first question that rises is: how beneficial would it be to mix different interpolation techniques, with both spatial and non-spatial aspects on the accuracy of forest height mapping? Secondly, the issues regarding the cost of acquiring airborne LiDAR data over a regional scale, and the availability of spaceborne LiDAR data globally with lower spatial density pose a new question. What is the impact of the spatial sampling scheme (especially for spaceborne LiDAR) on the accuracy of the produced forest height maps? In the present study, LiDAR canopy height estimates in combination
to ancillary data were used to create a canopy height map at a 250 m resolution covering the entire French Guiana. The LiDAR datasets used were airborne LiDAR, as well as data from the ICESat/GLAS satellite waveforms. For the ancillary datasets, globally available datasets of vegetation indices, precipitation, topography, geological, and forest landscape types were selected. In addition, the effects of the reference canopy height estimate datasets spatial sampling on the canopy height maps created in this study were analyzed. Finally, all created maps were verified using an independent dataset of airborne LiDAR canopy heights estimates (subset of the LD dataset).

A description of the satellite and airborne LiDAR datasets used in this study is given in Section 2. Section 3 presents the methodology used for the creation of the wall-to-wall canopy height maps using regression-kriging. The results are shown in Section 4. Finally, Sections 5 and 6 present the discussion and conclusions, respectively.

2. Study Area and Datasets

2.1. Study Area

French Guiana is located on the northern coast of the South American continent (Figure 1). The study site features almost 96% forested areas of its total area of 83,534 km². The forest is mostly old growth rainforest and vegetation types are of natural or anthropogenic origin (forests, swamps, savannas and agricultural crops). French Guiana’s terrain is mostly low lying rising occasionally to small hills and low altitude mountains with Altitudes ranging between 0 and 851 m and 67.8% of the slopes are below 5°.

2.2. Datasets Description

2.2.1. Spaceborne LiDAR Dataset

Spaceborne waveform LiDAR data acquired in the near-infrared region at 1064 nm from 2003 till 2009 over French Guiana from the Geoscience Laser Altimeter System (GLAS) on board the Ice, Cloud
and land elevations. ICESat was used in this study. During its operational years (2003–2009),
GLAS operated with orbit cycles repeating between every 57 and 197 days for a total of 18 missions.
GLAS illuminated surface or footprint has a diameter ranging between 50 and 100 m (average of 70 m),
and waveforms were acquired every 175 m along the track. GLAS waveforms were digitized into
544 or 1000 bins with a vertical resolution of 1 ns (15 cm). Hence they were able to measure vertical
structures up to 81.6 m and 150 m, respectively. The vertical precision of GLAS was estimated to be
between 0 and 3.2 cm on average over flat areas [23].

Over French Guiana, GLAS acquired more than 100,000 waveforms between 2003 and 2009
(Figure 1). However, not all these waveforms are suitable for canopy height estimation, as some of
them are contaminated by the atmospheric forward scattering, clouds, etc. To remove such footprints,
several filters were applied [24]. After data filtering, 47,348 viable footprints remained. Fayad et al. [24]
recently developed a method for canopy height estimation using GLAS waveforms over French
Guiana. This method uses the waveform extent metric calculated from each GLAS waveform and
a combination of principal component analysis and Random Forest regressions. Waveform extent
(Wext) is calculated as the difference between signal end and signal begin. Signal begin and signal
end correspond, respectively, to the first and last positions in the waveform crossing a threshold of 4.5
times the standard deviation of the background noise. Their study produced canopy height estimates
with a precision of 3.6 m (Figure 1). In addition, the presented technique provides a better alternative
to previously developed methods (e.g., [7,11,13,25,26]), as it allows the estimation of canopy heights
using only the waveform extent in addition to the waveform samples, instead of relying on metrics
derived from the LiDAR waveforms. This is especially useful in dense vegetated areas such French
Guiana, where the extraction of metrics is difficult.

2.2.2. Airborne LiDAR Dataset

Small Footprint Low Density LiDAR Dataset

A low point density LiDAR dataset (LD) with small footprint (35 cm) was acquired in 1996 during
an airborne geophysical survey that covered 4/5 of French Guiana. Unlike the waveform data acquired
by GLAS, this LiDAR dataset provides only the first return pulse. Thus, the data acquired corresponds
to the elevation of the first object encountered by the laser beam. Moreover, the database contains laser
elevations every 7 m, along track, on flight lines spaced 500 m apart and oriented 30°N, intersected
by transverse flight lines spaced 5 km apart and oriented at 120°N. The estimation of canopy heights
using the LD dataset showed that canopy heights reached a mean canopy height of 30 m. Only 1% of
canopy heights were higher than 50 m in all of French Guiana. In order to estimate canopy heights
from the LD dataset, a three-step procedure was implemented [24]. First, LiDAR points acquired over
canopy tops were identified (called top-of-canopy points). Next, LiDAR points acquired between
two consecutive top-of-canopies were identified (called pseudo-ground points), and then the lowest
pseudo-ground point in a distance of 1 km was identified as the ground point. Finally, for each ground
point and corresponding top-of-canopy point the canopy height was estimated by calculating the
distance from the ground point to the segment joining the two top-of-canopy points. Over French
Guiana, canopy height estimates from the LD dataset had a density of 1.19 points/km². Low canopy
heights (maximum of 20 m) can be observed in the northern parts of French Guiana on the coastal
marsh areas.

In this study, the canopy heights estimated from the transverse lines will be used for verification
(about 7% of the LD dataset, named LD_val), while the rest of the estimates will be primarily used for
model building and calibration (93% of the LD dataset, named LD_cal). Figure 2 shows the canopy
height estimates of the entire small footprint low density LiDAR dataset.
of the canopy height estimates of the LD and HD datasets showed a high correlation between LD and HD datasets ($R^2$ of 93%) with a root mean square error of 1.57 m [24].

2.2.3. Ancillary Datasets

Twelve available mapped environmental predictors were used as in Simard et al. [10] in an attempt to explain canopy heights. These variables include geological map, forest landscape type map, SRTM digital elevation model (DEM) derived maps, six vegetation indices maps issued from MODIS optical images, and finally one map issued from rainfall data. The predictors are summarized in Table 1.

<table>
<thead>
<tr>
<th>Short Name</th>
<th>Full Name</th>
<th>Source</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN_EVI</td>
<td>Minimum value of EVI time series data</td>
<td>MODIS</td>
<td>250 m</td>
</tr>
<tr>
<td>MEAN_EVI</td>
<td>Mean value of EVI time series data</td>
<td>MODIS</td>
<td>250 m</td>
</tr>
<tr>
<td>MAX_EVI</td>
<td>Maximum value of EVI time series data</td>
<td>MODIS</td>
<td>250 m</td>
</tr>
<tr>
<td>PC1</td>
<td>1st principal component of EVI time series data</td>
<td>MODIS</td>
<td>250 m</td>
</tr>
<tr>
<td>PC2</td>
<td>2nd principal component of EVI time series data</td>
<td>MODIS</td>
<td>250 m</td>
</tr>
<tr>
<td>PC3</td>
<td>3rd principal component of EVI time series data</td>
<td>MODIS</td>
<td>250 m</td>
</tr>
<tr>
<td>Slope</td>
<td>Terrain slope in $3 \times 3$ cells</td>
<td>SRTM</td>
<td>90 m</td>
</tr>
<tr>
<td>Roughness</td>
<td>Terrain roughness in $3 \times 3$ cells</td>
<td>SRTM</td>
<td>90 m</td>
</tr>
<tr>
<td>ln_drain</td>
<td>Log of drainage surface</td>
<td>TRMM</td>
<td>8 km</td>
</tr>
<tr>
<td>GEOL</td>
<td>Geological map (no units, arbitrary shapes)</td>
<td>Vector</td>
<td></td>
</tr>
<tr>
<td>LTs</td>
<td>Forest landscape type (no units, arbitrary shapes)</td>
<td>[27]</td>
<td></td>
</tr>
<tr>
<td>Rain</td>
<td>mean value of rainfall</td>
<td>TRMM</td>
<td>8 km</td>
</tr>
</tbody>
</table>

MODerate-Resolution IMAGING Spectroradiometer (MODIS) Data

MODIS sensor mounted on the Terra and Aqua satellites possesses a total of 36 spectral bands, of which seven are designed specifically for land applications with spatial resolutions ranging between 250 m and 1 km. The MODIS dataset used in this study includes ten years (1 January 2003 to
31 December 2012) of the enhanced vegetation index (EVI) time series data (MOD13A1c5). The normalized difference vegetation index (NDVI) and the enhanced vegetation index (EVI) are often used in many applications that study biophysical parameters. However, the relationship between NDVI and EVI varies depending on the characteristics of the study area. EVI data effectively characterize biophysical and biochemical states and processes from vegetated surfaces. Freitas et al. [29] and Pascual et al. [30] found a strong relationship between canopy heights and vegetation indices. Therefore, it might be interesting to include the EVI in canopy height estimation models. A 10 years period was used to synchronize with the GLAS data (from 2003 to 2009). Using the EVI time series data, six maps were issued: minimum, mean and maximum values of the EVI time series data (MIN_EVI, MEAN_EVI, and MAX_EVI respectively, Figure S1), and the three first principal components issued from the principal component analysis of the EVI time series data (PC1, PC2 and PC3).

SRTM Digital Elevation Model Data

The digital elevation model (DEM) acquired from the shuttle radar topography mission (SRTM) were also used in this study. The three-arcsecond resolution DEM was used, as its resolution is closer to the resolution of most of the used ancillary data (250 m resolution). Bourgine and Baghdadi [31] found that the accuracy of the SRTM DSM elevation data was evaluated at approximately 10 m (standard deviation of error) in French Guiana. The SRTM DEM dataset and its derived maps were considered since local topography and drainage are important for tree anchorage and forest dynamics both directly and through soil types.

From the SRTM DEM data, three maps were derived:(1) A slope map (Slope, Figure S2a) that is calculated using the maximum change in elevation over the distance between each cell of the DEM and its eight neighbors in a $3 \times 3$ window (Slope). The slope has been widely used in many studies for the correction of canopy height estimates using either airborne or spaceborne LiDAR (e.g., [7,13,26]). Incorporating the slope in canopy height estimation models increases the accuracy of the canopy height estimates, as it removes any height added by the slope that were misinterpreted as being a part of the canopy height [13]; (2) A local surface roughness map (Roughness, Figure S2b), where the roughness corresponds to the standard deviation of elevation in a $3 \times 3$ moving window. Areas with low standard deviation represent areas with more homogeneous canopy heights, while higher standard deviation presents more heterogeneous canopy heights. The roughness index was introduced in the study of Carabajal and Harding [23] and Fayad et al. [24] to be correlated with the waveform extent of GLAS waveforms (the waveform extent represents a rough estimate of canopy heights); (3) Finally, a logarithmic drainage area map (ln_drain, Figure S2c), where the drained area measures the surface of the hydraulic basin that flows through a cell using the D8 algorithm. A low value indicates cells located on a ridge upstream, whereas the highest values indicate cells located downstream in valleys.

Geological Map

Geology is an important determinant of soil formation and the conditioning of chemical and physical properties of the soil, which affects tree growth and other forest parameters. A geological substratum map (GEOL) produced by the French Geological Survey [27] was therefore used in this study (Figure S3a). The map was simplified in order to retain only the large five biggest rock formations: recent sediments, volcanic sedimentary rock, granites, gabbros, and gneiss. This simplification was required in order for each geological class to be sampled with a satisfying rate.

Forest Landscape Types Map

A forest landscape types map developed by Gond et al. [28] at 1 km resolution was also used (Figure S3b). In this map, 33 remotely sensed landscape types (LTs) using SPOT-VEGETATION images were interpreted. Five classes of the total 33 classes were used in this study, as they occupy more than 78% of the forest in that area (the other 22% represent water bodies and non-forests). The LTs can be summarized as follows:
(1) LT8 represents dense closed-canopy forest with small crowns of the same canopy height and small gaps mixed with regular canopies with well-developed crowns of almost the same canopy height without large gaps interlaced with flooded savannas (10%).

(2) LT9 is a closed canopy forest dominated by well-developed crowns of almost the same canopy height without large gaps.

(3) LT10 is an irregular and disrupted-canopy forest where the trees have very different heights and different crown diameters with large gaps mixed with closed-canopy forest dominated by well-developed crowns at almost the same elevation without large gaps. LT10 is also interlaced with liana forests.

(4) LT11 is similar to LT10 with more liana forest and non-forest land covers.

(5) LT12 is an open forest associated with wetlands and bamboo thickets. The LT dataset was chosen for its correlation with canopy heights. Indeed, in Fayad et al. [24], the difference between SRTM and canopy top elevations from ICESat were found to be correlated with different LTs as well as different canopy heights.

Average Rainfall Map

Precipitation data from the NASA tropical rainfall measuring mission (TRMM) which launched in 1997 for the measurement and monitoring of tropical rainfall were used. TRMM data cover the average daily precipitation over the last 10 years (2003–2013) with a resolution of 8 km (Rain, Figure S3c). Recent studies suggest a tight relationship between maximum canopy height in old stands and the ratio of annual rainfall [32]. As the ratio of rainfall increases, so did maximum tree height.

3. Canopy Height Estimation Methods

In order to estimate canopy heights on a 250 × 250 m regular grid and un-sampled by LiDAR data (GLAS or LD datasets) a five step procedure was conducted based on the statistical and spatial relationship between the LiDAR canopy height estimates and the ancillary variable datasets (GEOL, LT, Rain, Slope . . . ) using widely used empirical estimation methods: Random Forest regressions, ordinary kriging, and regression-kriging (e.g., [10,33–35]). The wall-to-wall maps will have a 250 m resolution corresponding to the resolution of the majority of the used predictors.

3.1. Canopy Height Trend Mapping Using Random Forest Regressions

The Random Forest regression technique (RF) that was developed by Breiman [36] was employed to estimate canopy heights over a regular grid with a 250 m resolution in French Guiana. The Random Forest (RF) technique is known to be a performant regression method that is becoming widely used by the remote sensing community for, among other, canopy height estimation (e.g., [10,37]), and biomass estimation [33,34,38]. The main advantage of Random Forest is its incorporation of continuous or qualitative predictors without making assumptions about their statistical distribution or covariance structure [36].

To select the predictors that best explained canopy heights, the variable selection using Random Forest algorithm (VSURF) of Guener et al. [39] was used. The first step of VSURF is to sort variables based on their initial scores of importance, and remove the variables with very small importance. The variable score of importance is evaluated based on the increase of error in the prediction when removing a certain variable. The second step of VSURF consists of building a nested collection of RF models involving the k first variables (k = 1 to m where m is the number of remaining variables after the first step with the highest score of importance), and selecting the variables in the model giving the smallest out-of-bag error. The variable selection process has been done in R using the Variable Selection Using Random Forest (VSURF) package, proposed by Genuer et al. [39]. Variable selection is made automatically after providing the variables as well as the dataset. After selecting the best variables, an RF model using these variables was calibrated, and applied on the entire study area in order to create a
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wall-to-wall canopy heights trend map. Random Forest is called an ensemble classifier because it uses a tree-based classifier multiple times and aggregates the results. Each tree is grown using a randomized subset of predictors. This procedure is expected to decrease the correlation among the trees, which improves model accuracy [36]. The final prediction decision is based on a voting system of all the predictions from the decision trees that have been created. The RF regressions were implemented in R using the randomforest function from the randomforest package. The randomforest function requires the predicted variable, as well as the predictors (in this case the best selected variables), and the number of trees (default of 500 trees, which was used in this study).

3.2. Canopy Height Mapping Using Regression-Kriging

After using the RF technique for canopy height mapping, the regression-kriging technique (RK) was employed. RK is a spatial prediction technique which combines the regression value of explanatory variables (ancillary datasets) and the kriging of the regression residuals (reference canopy heights—RF estimated canopy heights) [35]. This technique was developed primarily to account for the correlation between environmental variables and the unsatisfactory goodness of fit of the spatial variance model of the dataset [40], thus preventing the stationarity of the studied auto correlated variables, like the RF residuals that are centered at 0. Regression kriging can be summarized as the technique that fits separately the trend and the residuals and sum them [41]. RK can be expressed as follows:

\[
\hat{z}(s_0) = \hat{m}(s_0) + \hat{e}(s_0)
\]

where \(\hat{z}(s_0)\) is the predicted value at an unvisited location \(s_0\), \(\hat{m}(s_0)\) the fitted trend (the RF canopy height estimates), and \(\hat{e}(s_0)\) the kriged residual.

3.3. Ordinary Krigging of Regression Residuals

The wall-to-wall map created in the previous section using RF does not take into account the spatial correlation between the canopy heights, as it is a non-spatial method and assumes spatial independence of the predictors and the predicted variables. However, some of the unexplained variance in the RF predictions could be due to the spatial correlation between canopy heights. Thus, a spatial prediction model is required when data are spatially dependent. In this study, we used the ordinary kriging (OK) model, which allows the interpolation of un-sampled data based solely on a linear model of regionalization known as the semivariogram (the semivariogram is a weighing function and is required for the kriging). The semivariogram plots semivariance \(\gamma\) as a function of distance between samples \(h\) using the following function:

\[
\gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [e(s_i) - e(s_i + h)]^2
\]

where \(\gamma(h)\) is the semivariance as a function of lag distance \(h\), \(N(h)\) is the number of pairs of data separated by \(h\), and \(e\), the canopy height estimate residuals at locations \(s_i\) and \(s_i + h\) [42]. Semivariograms have three main parameters: (1) the nugget which is the semivariance at a lag distance of zero; (2) the sill is the semivariance where there is no spatial correlation; and (3) the range is the distance at which the sill is reached. After plotting the sample semivariogram that describes the spatial autocorrelation of a given dataset, a mathematical function is fitted to this semivariogram in order to represent the range, the sill and the nugget. Thus, the datasets sample variogram can now be represented using a function. The sample semivariogram was plotted in R using the geoR package. The main parameters of the semivariograms were first roughly estimated, and the estimates corrected by an automated function provided by the geoR package. After model fitting of the sample
semivariogram, ordinary krigging is then used, which estimates values $\ell(s_0)$ at an unvisited location $s_0$ using the following equation:

$$\hat{\ell}(s_0) = \sum_{i=1}^{n} \lambda_i \ell(s_i)$$  \hspace{1cm} (3)

where $\ell(s_0)$ is the kriged residual, $\lambda_i$ are the kriging weights determined by the spatial autocorrelation structure (variogram), and $\ell(s_i)$ is the residual at location $s_i$ [42]. Ordinary kriging was implemented using ArcMap with the semivariogram parameters from the previous step, as well as the canopy height residuals.

3.4. Effects of LiDAR Sampling Density on Precision of the Mapped Canopy Heights

The purpose of the current analysis was to measure how the accuracy of the canopy height maps is affected by the spatial sampling of LiDAR data. Several subsets of LiDAR data densities were built from the LD_cal dataset in order to study the impact of the spatial sampling of future spaceborne LiDAR systems on the precision of the created canopy height map.

In total, six configurations corresponding to flight-line spacing of 5, 10, 20, 30, 40 and 50 km were considered (with respect to the flight plan of the LD_cal dataset). For each configuration, a subset was extracted from the LD_cal dataset where the flight-line spacing of the subset met the criterion of the configuration. For example, for the configuration with a flight line spacing of 5 km, the first selected flight line is the first available flight line from the LD_cal dataset starting from the West. Next, all flight lines with a distance of a multiple of about 5 km from the first selected flight line were selected. Finally, using each of the LD_cal subsets obtained and named, respectively, LD_5 (0.29 pts/km$^2$), LD_10 (0.11 pts/km$^2$), LD_20 (0.08 pts/km$^2$), LD_30 (0.05 pts/km$^2$), LD_40 (0.04 pts/km$^2$), and LD_50 (0.03 pts/km$^2$), a corresponding canopy height map was created. Canopy height maps were created using the same procedure described in Sections 3.1 and 3.2 which consists of first creating a canopy height map using Random Forest regressions with each one of the LD_cal subsets as reference data and the ancillary variables as predictor variables for the model, and next each canopy height residual from each model were kriged and added to the corresponding canopy height map.

Precision of the resulting kriged canopy height maps using the low-density LiDAR datasets was estimated for each LD_cal subset by comparing these canopy height maps to the verification datasets (HD and LD_val).

4. Results

4.1. Canopy Height Trend Mapping Using Random Forest Regressions

A Random Forest regression model was built for each one of the two calibration datasets (GLAS, LD_cal) with all the twelve predictors (Table 1). The first calibration dataset used in the Random Forest regression contains the canopy height estimates obtained from GLAS waveforms using the PCA and RF based canopy height estimation model [24].

After creating the Random Forest regression models using the twelve predictors, only the predictors that best explained the canopy heights were selected using the variable selector test. Results showed that the best predictors were the same for both calibration datasets. The best predictors according to their importance are respectively: the roughness, the mean value of the EVI time series data, the geology, the mean value of the rainfall, and the slope. Next, each calibration dataset (GLAS, LD_cal) and the best predictors were used to fit a RF model. Then each fitted RF model was used to create wall-to-wall canopy height maps of the entire French Guiana forest (Figure 3). Finally, each wall-to-wall canopy height map was validated against both, the LD_val and the HD datasets. Results showed that the precision of the maps was almost the same when using different calibration datasets (Figure 4 and Table 2). Indeed, when using the RF model with the GLAS dataset, the RMSE for the canopy height estimates was 6.5 m ($R^2$ of 0.55). The precision of the estimates slightly increased when using the RF model with the LD_cal dataset, with an RMSE on the canopy height estimates of 5.8 m.
(R² of 0.62). Finally, the bias (mean (verification canopy heights—estimated canopy heights)) for both the GLAS and LD_cal datasets was very low (<0.2 m).

**Figure 3.** Wall-to-wall map of French Guiana with Random Forest regressions using as reference data the canopy height estimates from: (a) GLAS dataset; and (b) LD_cal dataset.

**Figure 4.** Comparison between the reference canopy heights of the verification datasets and the canopy height trend estimates using Random Forest: (a) GLAS dataset; and (b) LD_cal dataset.

**Table 2.** Comparison between the canopy heights of the verification datasets (LD_val and HD) and the canopy height estimates using regression kriging.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Using RF Only</th>
<th>Using Regression Kriging</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias (m)</td>
<td>RMSE (m)</td>
</tr>
<tr>
<td>GLAS</td>
<td>0.14</td>
<td>6.5</td>
</tr>
<tr>
<td>LD_cal</td>
<td>0.15</td>
<td>5.8</td>
</tr>
<tr>
<td>LD_5</td>
<td>0.06</td>
<td>5.7</td>
</tr>
<tr>
<td>LD_20</td>
<td>0.09</td>
<td>6.0</td>
</tr>
<tr>
<td>LD_30</td>
<td>0.14</td>
<td>6.2</td>
</tr>
<tr>
<td>LD_40</td>
<td>0.11</td>
<td>6.1</td>
</tr>
<tr>
<td>LD_50</td>
<td>0.07</td>
<td>6.2</td>
</tr>
</tbody>
</table>
4.2. Canopy Height Estimation Using Regression-Kriging

After creating the wall-to-wall maps using the Random Forest regression models, canopy height residuals (reference canopy height—estimated canopy height) were kriged from each model in an attempt to increase the precision of the canopy height estimates using the Random Forest regressions for both the GLAS and LD_cal datasets. For each canopy height residual map issued from the GLAS dataset or the LD_cal dataset, a semivariogram was generated. Results showed that semivariograms issued from each of the two height residual map presented similar patterns that could be best-fitted using an exponential model:

\[
\gamma(h) = S^2 + \sigma^2 \left[ 1 - \exp \left( -\frac{h}{a} \right) \right]
\]

where \(S^2\) is the nugget, \(\sigma^2\) the sill, and \(a\) the range of the semivariogram (\(\gamma\)). For the different canopy height residual datasets, the fitted semivariograms presented similar nuggets (between 15 and 18 m\(^2\)), sills (between 28 and 32 m\(^2\)), and ranges (between 4421 and 4823 m). Next, the fitted semivariograms were used in the kriging of the canopy height residuals for each of the GLAS and LD_cal datasets. In total, two residual maps were obtained. Then, each residual-kriged map was added to the wall-to-wall map corresponding to that model (Figure 5). These maps were then validated using the verification datasets (LD_val and HD) (Figure 6, Table 2). Results showed that using the regression-kriging technique increased the estimation precision of these maps. Indeed, for the canopy heights map obtained using the GLAS dataset, the RMSE on the canopy height estimation decreased from 6.5 m with Random Forest regression to 3.6 m (R\(^2\) of 0.76) with regression-kriging. For the canopy heights map obtained using the LD_cal dataset, the RMSE on the canopy height estimation decreased from 5.8 to 1.8 m (R\(^2\) of 0.95) with regression-kriging. Moreover, the bias for the two datasets was very low (<0.2 m). These results show that the maps derived from the LD_cal datasets and using regression-kriging clearly captured finer local variations when estimating canopy heights. Finally, the canopy height estimates uncertainty from both maps appears to be correlated with the location of the reference dataset measurements (Figure 7). For the GLAS dataset, the standard deviation of canopy height estimates uncertainty ranged between 4 and 7 m (Figure 7a). In addition, standard deviation values appear to be lower near the location of the GLAS canopy height estimates, and increases with increasing distance until they reach 7 m. Similar results appear for the LD_cal dataset (Figure 7b), with lower standard deviations in areas with denser LiDAR acquisitions (i.e., north of French Guiana) and higher standard deviations with sparser LiDAR acquisitions (i.e., center of French Guiana). However, due to the generally denser dataset in comparison to the GLAS dataset, standard deviation of canopy height estimates uncertainty ranged between 1 and 4 m (Figure 7b).

Figure 5. Wall-to-wall map of French Guiana with regression-kriging using as reference data canopy height estimates from: (a) GLAS dataset; and (b) LD dataset.
Results showed that the precision of the produced canopy height maps using RF regressions with the mean value of the EVI time series data, the geology, the mean annual rainfall, and the terrain slope.

Indeed, for the LD_cal dataset, canopy height estimates are distributed over flight lines with an average distance of about 500 m, while canopy height estimates for the GLAS dataset are distributed over flight lines with an average distance of 20 km.

The analysis performed in the previous section showed a significant improvement of canopy height estimation precision when adding the kriged residuals. This improvement was observed for the two calibration datasets. In the case of the LD_cal dataset, the improvement was the highest from 5.8 m without the height residual kriging to 1.8 m with the residual kriging. This is due to the high density of canopy height estimates in this dataset. Indeed, for the LD_cal dataset, canopy height estimates are distributed over flight lines with an average distance of about 500 m, while canopy height estimates for the GLAS dataset are distributed over flight lines with an average distance of 20 km.

Therefore, in this section the precision of the kriged canopy height maps obtained using different LiDAR densities was assessed. The purpose was to analyze the impact of the LiDAR flight line spacing from the LD_cal dataset on the precision of the kriged canopy height map. In order to create canopy height maps using the LD_cal subsets, first the best predictor variables to be used in the Random Forest regressions were selected using the procedure mentioned in Section 3.1. Results indicated that for the LD_cal subsets, the predictor variables that best explained canopy heights were the same as those for

**Figure 6.** Comparison between the reference canopy heights of the verification datasets and the canopy height estimates using Random Forest regressions and residual-kriging: (a) GLAS dataset; and (b) LD_cal dataset.

**Figure 7.** Wall-to-wall standard deviation map (STD_DEV) of the canopy height estimates uncertainty for: (a) GLAS dataset; and (b) LD_cal dataset.

### 4.3. Relationship between LiDAR Flight Lines Spacing and the Precision on the Kriged Canopy Height

The analysis performed in the previous section showed a significant improvement of canopy height estimation precision when adding the kriged residuals. This improvement was observed for the two calibration datasets. In the case of the LD_cal dataset, the improvement was the highest from 5.8 m without the height residual kriging to 1.8 m with the residual kriging. This is due to the high density of canopy height estimates in this dataset. Indeed, for the LD_cal dataset, canopy height estimates are distributed over flight lines with an average distance of about 500 m, while canopy height estimates for the GLAS dataset are distributed over flight lines with an average distance of 20 km.

Therefore, in this section the precision of the kriged canopy height maps obtained using different LiDAR densities was assessed. The purpose was to analyze the impact of the LiDAR flight line spacing from the LD_cal dataset on the precision of the kriged canopy height map. In order to create canopy height maps using the LD_cal subsets, first the best predictor variables to be used in the Random Forest regressions were selected using the procedure mentioned in Section 3.1. Results indicated that for the LD_cal subsets, the predictor variables that best explained canopy heights were the same as those for
the GLAS and LD_cal datasets. The predictor variables were namely the roughness, the mean value of the EVI time series data, the geology, the mean annual rainfall, and the terrain slope. Results showed that the precision of the produced canopy height maps using RF regressions with the LD_cal subsets without kriging of the residuals was in the same order as the canopy height maps obtained with the two calibration datasets (GLAS and LD_cal) (Table 2). For these subsets, the RMSE on the canopy height estimates ranged between 5.7 and 6.2 m ($R^2$ between 0.60 and 0.65). In order to add the kriged height residuals to the canopy height maps, the semivariograms of the canopy height residuals for each LD_cal subset were fitted. Similar sill, range and nuggets were obtained as those from the canopy height residuals from the GLAS and LD_cal datasets. When adding the kriged residuals corresponding to each of the LD_cal subsets (Figure 8), the precision on the canopy height estimate maps increased as expected (Figure S4, Table 2). This increase in the precision on canopy height estimation was found to be negatively correlated with LiDAR flight lines spacing of the LD subsets. For the LD_5 and LD_10 subsets, the precision on the canopy height estimates was similar to the results obtained with the LD_cal dataset (RMSE = 1.8 m, $R^2 = 0.94$). However, for the LD_20, LD_30, LD_40, and LD_50 subsets, the precision on the canopy height estimates decreased from RMSE = 3.3 m for LD_20 to RMSE = 4.8 m for LD_50.

![Figure 8](https://example.com/figure8.png)

**Figure 8.** Examples of wall-to-wall maps of French Guiana with regression-kriging using as reference data the canopy height estimates from: (a) LD_5; (b) LD_20; and (c) LD_50.

5. Discussion

For the first time, airborne and spaceborne LiDAR data were combined to predict and map (potential) forest heights at the scale of a tropical country. Our approach is based on the merging of LiDAR canopy height estimates (airborne and spaceborne) with ancillary environmental and geographical data and using regression-kriging. Because of this approach, both calibration and verification are way more robust than in previous studies. Error and bias were also lower than previous studies. Indeed, using Random Forest regressions instead of linear models produced canopy height estimates with no bias regardless of the LiDAR dataset density used, nor the type of LiDAR data (airborne or spaceborne). High bias estimates are due to the nature of the linear regression models,
which are high-bias/low-variance models, and therefore the problem facing these types of models is reducing the bias especially with larger datasets. This problem is non-existent in RF model due to its opposite nature (low-bias/high-variance).

Moreover, our canopy height estimates using Random Forest show precisions slightly higher in comparison to a recent study [10]. The study of Simard et al. [10], which estimated canopy heights globally and obtained a precision on the canopy height estimates of 6.1 m (RMSE) using a RF regression with GLAS data and some common predictor variables used in this study. Comparing their global canopy height map with our verification dataset (LD_val and HD) showed a slightly higher RMSE of 7.3 m (Figure 9). Our slightly better results can be attributed to: (1) using variables better correlated with canopy heights; and (2) our canopy height estimates used for model calibration, especially those obtained from airborne LiDAR are more precise in comparison to their spaceborne counterparts. In addition, the canopy height maps estimated in this study were also compared to the global canopy height map produced in the study of Lefsky et al. [20]. The comparison showed very poor correlations with an RMSE of 12.4 m (R² insignificant). This is mainly due to the canopy heights obtained in the study of Lefsky et al. [20] representing Lorey’s height while the canopy heights in our study represent maximum canopy height. Lorey’s heights are generally expected to be lower than maximum canopy heights [10].

\[
\text{RMSE} = 7.3 \text{ m} \\
\text{R}^2 = 0.19 \\
\text{Bias} = -3.21 \text{ m}
\]

**Figure 9.** Comparison between the canopy heights of our verification datasets (LD_val and HD) and the canopy height estimates from the study of [10].

However, since neither our approach nor the approaches used in Simard et al. [10] and Lefsky et al. [20] were able to produce wall-to-wall canopy height maps explaining more than 60% of the total variation of canopy heights (R²) (Table 2), and in order to improve the precision of the canopy height product, canopy height estimation residuals (reference canopy heights—estimated canopy heights by RF) were kriged and used. This approach proved very efficient, although highly sensitive to the spatial sampling of the reference LiDAR dataset (flight line spacing). Indeed, for the French Guiana, the semivariograms indicated that the autocorrelation in the canopy height residuals did not go beyond 5 km, beyond this distance their contribution to the precision of the final canopy height maps started to decrease. In contrast, kriging only the LiDAR canopy heights without using the predictor variables with RF did not yield satisfactory results. For instance, by kriging directly the LD_cal canopy heights, we obtained a RMSE on the canopy height estimates of 5.1 m in comparison to the verification datasets against an RMSE of 5.8 for the RF technique with the LD_cal and 1.8 m for the regression-kriging technique. For the kriged GLAS canopy heights, the precision on the estimated canopy heights was 7.3 m in comparison to the verification datasets. The low precision of the kriged canopy heights from the GLAS dataset is due to the fact that the distance between the available canopy height estimates (~20 km) is higher than the range of their spatial autocorrelation (5 km), so a high smoothing occurred. This also explains the difference between the kriged canopy height estimates
and the estimates from the verification datasets (bias of $-4 \text{ m}$). To analyze the contribution of the regression-kriging technique on the canopy height precision, the kriging of the height residuals were replaced by the mean value of the height residuals in a 5 km radius. Results showed that for the LD_cal using the mean of the residuals, the $R^2$ decreases from 0.94 to 0.85 and the RMSE increases to 2.4 m in comparison to the kriging method (RMSE = 1.8 m).

Finally, the 250 m resolution of the canopy height map was chosen for different reasons. First, it was set initially because half of the used predictors had a resolution of 250 m. Three out of twelve predictors had a resolution of 90 m, and the rest had a resolution of more than 250 m. After the variable importance test was carried, the predictor with the highest importance was identified as the MEAN_EVI (250 m resolution). The importance of the predictors with a 90 m resolution was far behind. Therefore, a 250 m product was deemed best, as using a lower resolution product will produce smoother canopy height maps with less local canopy height variations, while maps with higher resolution (90 m) will not necessarily capture finer local canopy height variations than the 250 m product.

Given the low error level obtained from our canopy height wall-to-wall map, our approach can be used to create valuable forest height maps that can be fed in biomass estimation efforts, either at the tree, plot or landscape level (e.g., for calibrating local H-DBH relationships or for inverting AGB directly from H). In addition, the unique combination of data available here allowed testing different models and sampling strategies (sensitivity study). This will help future mapping efforts over other regions were airborne datasets might not be available, as well as for dimensioning future LiDAR spaceborne missions.

6. Conclusions

An approach for canopy heights mapping over the tropical forest of French Guiana was presented. It is based on the merging of LiDAR canopy height estimates (airborne and spaceborne) with ancillary data. To create the canopy height maps, the predictor variables (ancillary variables) that best explained the canopy heights were firstly chosen. The best predictor variables happened to be the same for all the canopy height datasets: the roughness, the mean value of the EVI time series data, the geology, the mean value of the annual rainfall, and the terrain slope. Random Forest (RF) regressions, which were used to fit the best predictors to the LiDAR canopy height datasets showed moderate canopy height estimation precision when using either airborne or spaceborne LiDAR (RMSE better than 6 m).

To improve the precision of the obtained canopy height maps, regression-kriging (RK) was used. The height residuals (reference canopy heights—estimated canopy heights by RF) obtained from each reference LiDAR dataset were kriged and added to the canopy height estimates obtained from RF regressions. An improvement in the precision of the canopy height maps was observed, however, this improvement is positively correlated to the point density of the calibration datasets used. For the GLAS dataset, which has a flight line spacing of 30 km, the RMSE on the canopy height estimates was improved to 4.2 m; however, for LD_cal dataset, which has a 0.5 km flight line spacing, the RMSE on canopy height estimates was improved to 1.8 m. Further investigation shows that for LiDAR datasets with flight lines spacing below the range of the spatial autocorrelation of the height residuals (5 km lines spacing), the precision of the canopy height estimates was at its highest (RMSE of 1.8 m), and decreases with the increase of the flight line spacing until it reached 4.8 m for a flight line spacing of 50 km. In comparison, studies such as [10], which used only the Random Forest regressions, were only able to estimate canopy height at a precision of 6.1 m with a lower resolution maps (1 km).

The procedure presented in this paper, which uses the regression-kriging, has strong prospects for application to other tropical forests.
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Table S1: Non-exhaustive summary of studies using radar data to estimate canopy heights with PolInSAR (polarimetric interferometric SAR) and tomography techniques. Figure S1: Minimum (a); mean (b); and maximum (c) values of the EVI time series data. Figure S2: SRTM DEM derived maps: slope map “in degrees” (a); surface...
roughness map “in m” (b); and drainage surface map (c). Figure S3: Geological map (a); Forest landscape types map (b); and Average rainfall map (c). Figure S4: Comparison between reference canopy heights of the validation datasets (LD_val and HD) and canopy height estimates using Random Forest regressions and residual-kriging for (a) LD_5; (b) LD_20; (c) LD_50.
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