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Abstract. This paper investigates the uncertainties linked to climate change impacts on runoff in four mesoscale basins (900 to 1800 km²) in the Mediterranean region. Runoff simulations were based on a daily conceptual model including a snow module. The model was calibrated and validated according to a differential split-sample test over a 20-year period and four competing criterions aiming to represent model structural uncertainty based on the concept of Pareto optimality. Five regional climate models (RCMs) from the Med-CORDEX initiative were used to provide temperature and precipitation projections under RCP8.5 by 2050. The RCMs’ inability to realistically simulate reference climate (notably precipitation) led us to apply a monthly perturbation method in order to produce a range of climate scenarios. The structural uncertainty bounds obtained from the hydrological simulations over the reference period showed that the model was able to correctly reproduce observed runoff despite contrasted hydrological conditions in (and in between) the basins. Climate projections were shown to be convergent regarding temperatures, which could increase by about +1 to 3 °C on each basin. In contrast, no clear trends in precipitation could be put in evidence, some RCMs leading to a mean annual precipitation decrease (up to 64 %), and others to an increase (up to 33 %). The hydrological projections resulted from the combination of the hydrological simulation bounds with the range of climate projections. Despite the propagation of those uncertainties, the 2050 hydrological scenarios agreed on a significant runoff decrease (2–77 %) during spring on all basins. On the opposite, no clear trend in runoff could be observed for the other seasons.

1 Introduction

Quantitatively assessing the uncertainties associated with hydrological projections is a difficult task, even if qualitatively it is now recognized that these uncertainties are considerable. They stem from the methods used to generate climate projections as well as from hydrological modelling.

Due to the stochastic nature of weather systems, climate models are not able to reproduce single events but rather statistical properties of the future climate (called projections). Acknowledging the large differences between projections from different climate models, ensemble modelling has been standard among climate modelers for the last two decades (Van der Linden and Mitchell, 2009; Taylor et al., 2012). From different ensemble model experiments, it is generally concluded that the ensemble average provides a better representation of the current climate than any single climate model (Gleckler et al., 2008). The ensemble is therefore expected to provide a more robust projection of the future climate. In addition, it provides an estimate of the associated projection uncertainty (Wilby and Dessai, 2010).

Common sources of uncertainty in hydrological modelling in stationary conditions (in terms of climate conditions and/or physical characteristics) include errors in model structure, problems in the calibration procedure, and errors in the data used for calibration/validation (e.g. Hublart et al., 2014). In non-stationary conditions, as in climate change studies, additional uncertainties arise from parameter instability due to possible changes in the physical basin characteristics and in the dominant processes (see e.g. Brigode et al., 2013; Coron et al., 2012, 2014). In both cases, model
structure errors (structural uncertainty) and the identification of model parameters (parameter uncertainty) are generally considered as the two main sources of uncertainty in hydrological modelling.

Each source of uncertainty was already analyzed in the context of changing climate, but few studies (see e.g. Chen et al., 2011; Teng et al., 2012) have assessed their relative importance. This paper thus aims to investigate the propagation of uncertainty from climate projections to hydrological modelling in the assessment of climate change impact on runoff. It was motivated by the availability of new high-resolution climate simulations from the Med-CORDEX exercise on the Mediterranean region and by the recent findings (see e.g. Refsgaard et al., 2014) on the difficulties for hydrological model parameters to adapt to contrasted climate conditions. To further investigate this issue, we propose a diagnostic approach based on a common assessment protocol applied on Mediterranean basins with similar surface areas and presenting a large range of hydro-meteorological situations. Ultimately, we aim at evaluating whether a clear change signal of the possible future runoff can be put in evidence by 2050 in Western Mediterranean.

2 Material and methods

2.1 Study areas and hydro-climatic data

Four mesoscale basins (910 to 1800 km$^2$) have been selected along a North-South climate gradient in Western Mediterranean (Fig. 1): the Hérault at Laroque (France), the Irati at Liedena, (Spain), the Segre at Seo de Urgel (Spain) and the Loukkos at Makhazine (Morocco). These basins are located upstream from storage-dams and in areas where withdrawals are negligible. Consequently their streamflow regime can be considered as natural.

Preliminary studies (Fabre et al., 2015; Tramblay et al., 2013) provided daily hydro-climatic data (precipitation, temperature and streamflow) with few gaps over a common 20-year period (1986–2005), thus allowing comparison between basins. For the Hérault basin, climate forcings were extracted from the SAFRAN 8 x 8 km meteorological analysis system (Quintana-Segui et al., 2008) and observed runoff was provided by the French Ministry of Ecology and Sustainable Development’s database Banque Hydro. For the Irati and Segre basins, climate forcings were obtained by interpolating daily precipitation and temperature measurements on an 8 x 8 km grid with the inverse distance weighted method. The precipitation and temperature data were extracted from respectively 818 and 264 stations available at the Ebro basin scale. Elevation effects on temperature distribution were considered using a digital elevation model and a lapse rate of $-6.65 \, ^\circ C \, km^{-1}$ estimated from the data. Daily streamflow data were provided by the Center of studies and experiments on hydraulic systems (CEDEX). On the Loukkos catchment, precipitation data were interpolated based on 11 stations using the IDW method on a 5 x 5 km grid. Since daily temperature data were only available from a station located at the basin outlet, a universal lapse rate of $-6.5 \, ^\circ C \, km^{-1}$ was considered for temperature interpolation. Hydro-climatic data including daily streamflow were provided by the DPRE (Département de Planification des Ressources en Eau) of Morocco.

Due to the lack of additional data on the Moroccan basin, a simple formula relying on solar radiation and temperature was selected (Oudin et al., 2005) for assessing daily potential evapotranspiration (PE) on each basin.

2.2 Hydrological model

Streamflow was simulated in the basins using the GR4j conceptual model (Perrin et al., 2003). This hydrological model relies on precipitation ($P$) and PE inputs and is run at a daily time step according to four free parameters. A three-parameter snow module based on catchment-averaged areal temperature (Ruelland et al., 2011, 2014) was added and activated in the snow-affected basins (Irati and Segre).

2.3 Multi-objective optimization

Calibration of the model parameters and analysis of the simulation performances were conducted by comparing simulated and observed streamflow at a 10-day time step within a multi-objective framework. The following objectives were considered: (i) the overall agreement of the shape of the hydrograph via the Nash-Sutcliffe Efficiency (NSE) metric; (ii) the agreement of the low flows via a modified, log version of the NSE criterion; and (iii) the agreement of the runoff volume via the cumulated volume error (VEC) and the mean annual volume error (VEM).
The model efficiency was evaluated following a different split-sample test scheme (Klemes, 1986) aiming to consider climatically contrasted sub-periods over a 20-year simulation period (1986–2005): two sub-periods (here after called dry years and wet years) of equal length (10 driest years and 10 wettest years according to median annual precipitation over the period) were used alternatively for calibration and validation. This made it possible to test if the hydrological model calibrated on a given period was able to simulate streamflow with a similar efficiency on another period when it differs dramatically.

Critic1 = 1 − [NSE] = 1 −
\[
\left[1 - \frac{\sum_{t=1}^{N} (Q_{t}^{\text{obs}} - Q_{t}^{\text{sim}})^2}{\sum_{t=1}^{N} (Q_{t}^{\text{obs}} - \overline{Q}_{t}^{\text{obs}})^2}\right]
\]  
(1)

Critic2 = 1 − [NSE\text{log}] = 1 − [1 −
\[
\ldots - \log (Q_{t}^{\text{sim}} + 0.1)^2 / \sum_{t=1}^{N} \ldots - \log (\overline{Q}_{t}^{\text{obs}})^2
\]  
(2)

Critic3 = |VE| = \[
\sum_{y=1}^{N_{\text{years}}} V_{y}^{\text{obs}} - \sum_{y=1}^{N_{\text{years}}} V_{y}^{\text{sim}} / \sum_{y=1}^{N_{\text{years}}} V_{y}^{\text{obs}}
\]  
(3)

Critic4 = VE_M = \[
\sum_{y=1}^{N_{\text{years}}} \left| V_{y}^{\text{obs}} - V_{y}^{\text{sim}} / V_{y}^{\text{obs}} \right| / N_{\text{years}}
\]  
(4)

Where \(Q_{t}^{\text{obs}}\) and \(Q_{t}^{\text{sim}}\) are the observed and simulated discharges for the time-step \(t\), \(N\) is the number of time-steps with available observations, \(V_{y}^{\text{obs}}\) and \(V_{y}^{\text{sim}}\) are the observed and simulated volumes for year \(y\), and \(N_{\text{years}}\) is the number of years of the simulation period.

These criteria reflect different and potentially competing objectives given the model’s inability to simultaneously reproduce all aspects of the system behavior (see e.g. Hublart et al., 2014). In that case, many numerical solutions exist because of the trade-offs between these objectives. A Pareto-optimal solution is achieved when it cannot be improved upon without degrading at least one of its objective criteria. The set of Pareto-optimal solutions was reduced by using cut-off thresholds to exclude non-acceptable trade-offs.

Among the various Pareto-optimal solutions retained the Best Compromise Solution (BCS) was considered as the one minimizing the following function:

\(y = (1 - \text{NSE}) + (1 - \text{NSE_{log}}) + |\text{VE}| + \text{VE_M}\).  
(5)

The Non-dominated Sorted Genetic Algorithm II (NSGA–II) (Deb et al., 2002) was selected to calibrate the hydrological model and identify the various optima solutions on each basin. This algorithm has the advantage of not needing any additional parameter (other than those common to all genetic algorithms, i.e. the initial population and the number of generations).

The model efficiency was evaluated following a differen-tial split-sample test scheme (Klemes, 1986) aiming to consider climatically contrasted sub-periods over a 20-year simulation period (1986–2005): two sub-periods (here after called dry years and wet years) of equal length (10 driest years and 10 wettest years according to median annual precipitation over the period) were used alternatively for calibration and validation. This made it possible to test if the hydrological model calibrated on a given period was able to simulate streamflow with a similar efficiency on another period when it differs dramatically.

### 3 Results

#### 3.1 Hydrological model efficiency and uncertainties

The uncertainty bounds obtained from the hydrological simulations over the reference period shows that the model was able to correctly reproduce observed runoff despite contrasted hydrological conditions in and in between the basins (Fig. 2). However, although the uncertainty bounds generally enclose mean seasonal observed runoff, they sometimes only bracket about 50% of observations when continuous simulations over multi-year periods are considered. As a result, if the hydrological model was able to reproduce rather accurately mean streamflow from the basins, it failed to capture all extreme events such as exceptional low or high flows. This means that its use must be limited to the analysis of mean shifts in the future and that it cannot be designed for analysing the impacts of potentially more intense drought or flood events.

Optimal parameter sets showed a relative dependence on the climate characteristics of the calibration period (not shown here). However, the model performance did not necessarily worsen over the validation period in comparison to the calibration period with contrasted climatic conditions (Fig. 2). Hence, the impact of the calibration period climate specificity on the simulated streamflow was not straightforward since for all basins studied, using a wet calibration sub-period for a dry validation sub-period did not generate a larger bias between observed and simulated flows than when
Table 1. Name and origin of the five 50 × 50 km Regional Climate Models (RCM) used in the study.

<table>
<thead>
<tr>
<th>Regional Climate Model</th>
<th>Associated GCM</th>
<th>Acronym</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>CMCC (Centro euroMedit. Sui cambiamenti Climatici)</td>
<td>CMCC</td>
<td>CMCC/CMCC</td>
<td>Italy</td>
</tr>
<tr>
<td>CNRM (Centre National des Recherches Météorologiques)</td>
<td>ARPEGE (Action de Recherche Petite Echelle Grande Echelle)</td>
<td>CNRM/ARPEGE</td>
<td>France</td>
</tr>
<tr>
<td>GUF (Goethe Universität Frankfurt)</td>
<td>MPI (Max Planck Institute)</td>
<td>GUF/MPI</td>
<td>Germany</td>
</tr>
<tr>
<td>ICTP (International Centre of Theoretical Physics)</td>
<td>MPI (Max Planck Institute)</td>
<td>ICTP/MPI</td>
<td>Italy</td>
</tr>
<tr>
<td>IPSL (Institut Pierre Simon Laplace)</td>
<td>IPSL</td>
<td>IPSL/IPSL</td>
<td>France</td>
</tr>
</tbody>
</table>

Figure 2. Hydrological simulation bounds in calibration (dry years) and validation (wet years) over 1986–2005. Minimum and maximum values for each goodness-of-fit criterion are extracted from the Pareto-solutions retained and composing the uncertainty bounds. BSC stands for the solution minimizing the aggregated function \( \gamma \) (Eq. 5) among the Pareto-solutions. EO_{mean} and EO_{contin} stand for the proportion of observations enclosed within the Pareto-bounds over the multi-year period in calibration or validation for the mean and continuous interannual hydrograph respectively.

using a dry calibration sub-period. This led us to retain the Pareto-optimal solutions obtained during the dry calibration sub-period for the prospective simulations.

3.2 Future climatic trends and uncertainties

Figure 3 shows that climate projections are convergent regarding temperatures, which could increase by about +1 to +3 °C on each basin. In contrast, no clear trends in precipitation could be put in evidence, some RCMs leading to a mean annual precipitation decrease (up to 64 %), and others to an increase (up to 33 %).
3.3 Future hydrological trends and uncertainties

Figure 4 shows the 2050 hydrological projections, which result from the combination of the hydrological simulation bounds with the range of climate projections.

Hydrological projections based only on temperature (and associated PE) ensemble scenarios generally agree on a runoff decrease during all seasons. Only the snow-dominated Segre basin could experience a runoff increase during winter due to the temperature increase, which could limit solid precipitation and snow stocks. On the opposite, projections mixing temperature and precipitation ensemble scenarios only agree on a possible runoff decrease (2–77%) during spring on all basins but no clear trend in runoff can be observed.
for the other seasons. This is due to the large overlapping of the hydrological and climatic uncertainty bounds, notably in winter (Fig. 4). Moreover, it should be noted that whatever the type of climate scenarios considered (temperature projections associated or not with precipitation projections), no clear (positive or negative) trend in runoff can be put in evidence for all seasons due to the superposition of the uncertainty bounds between past and future hydrological simulations.

4 Conclusion and prospects

This study explored various hydrological projections while accounting for propagation uncertainties that arise from the methods used to generate climate projections and to simulate streamflow responses at the basin scale in the Western Mediterranean. Structural uncertainty associated with hydrological modelling was investigated using a multi-objective calibration approach and a differential split sample test while climate-related uncertainties were considered through an ensemble of recent regional climate projections in the Mediterranean.

Climate projections were shown to be convergent regarding temperatures, which could increase by about +1 to 3°C on each basin. In contrast, no clear trends in precipitation could be put in evidence, some RCMs leading to a mean annual precipitation decrease (up to 64%), and others to an increase (up to 33%). Similar divergences in the precipitation projections from several CMIP5 GCMs were also observed in Southern France and Northern Spain (Groullet et al., 2015). As a result, hydrological projections based only on temperature ensemble scenarios generally agree on a runoff decrease during all seasons (except in winter for snow-affected basins) while projections mixing temperature and precipitation ensemble scenarios only agreed on a possible trend to runoff decrease (2–77%) during spring on all basins.

Moreover, it should be noted that whatever the type of climate scenarios considered (temperature projections associated or not with precipitation projections), no clear (positive or negative) trend in runoff could be put in evidence for all seasons due to the superposition of the uncertainty bounds between past and future hydrological simulations. This means that, even if the hydrological uncertainty is limited compared to uncertainty in climate (in particular precipitation) projections, it is still very significant and that the lack of robustness of the hydrological model (due to its model structure and/or to the wrong estimate of its inputs) was a major source of variability among streamflow projections under future climate conditions. Of course, other (or less) objective functions to quantify parameter uncertainty via the Pareto-optimality concept could produce parameter sets yielding to reduced uncertainty bounds. However, tests in that sense showed that a trade-off existed between the simulation bounds and the number of observations they enclosed. Therefore, a greater effort should be invested in improving the robustness of models for climate change impact studies, notably by developing more suitable model structures and proposing calibration procedures that increase their robustness.

In this context, evaluating a wide range of divergent climate projections may also not necessarily provide a useful overview of the possible impact of climate change on water management issues. To develop a didactic demonstration that brings scientists and managers to a reflection on adaptation strategies to climate change, it may be more suitable to limit the analysis to a multi-model ensemble mean of future projections (see e.g. Knutti et al., 2010) or even adopt a model-free approach relying on a sensitivity analysis under different climate scenarios. Climate-related uncertainties could thus be restrained to the use of basic climate scenarios leading progressively to warmer and drier conditions. For instance, only decreasing trends in precipitation associated with a very probable increase in temperature could be considered to focus impact studies towards a degradation of hydro-climatic conditions according to gradual thresholds. We believe this is of primary importance to improve our knowledge regarding vulnerability and resiliency of hydrological systems under possible climate change.
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