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Abstract

Applied research into Renewable Energies raises
complex challenges of a technological, economical or
political nature. In this paper, we address the techno-
economical optimization problem of selecting locations
of wind and solar Parks to be built in Egypt, such that
the electricity demand is satisfied at minimal costs. Ulti-
mately, our goal is to build a decision support tool that
will provide private and governmental investors into re-
newable energy systems, valuable insights to make in-
formed short and longer term decisions with respect to
park creation and placements. Existing approaches have
essentially focused on past data to tackle variations of
this problem. In this paper, we introduce a novel ap-
proach that considers both past and forecast data, and
show the impact for accounting for both sets of data
and constraints in a two-stage optimization model. We
first show that integer linear programming is best sui-
ted to solve the past data model compared to Dynamic
Programming and Constrained Local Search. We then
introduce our two-stage model that accounts for fore-
cast data as well, adding new constraints to the initial
model. Our empirical results show that the two-stage
model improves solution quality and overall costs, and
can be solved effectively to optimality using ILP.

1 Introduction

The need for clean energy is recognized worldwide
not only to face global warming and CO2 emissions,
but also to reduce grounds for international conflicts.
National and international targets are being set [2, 3].
There are many aspects to the development of rene-
wable energy technologies which can be broadly ca-
tegorized into engineering & technological advance-
ment aspects, versus techno/economical and commer-
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cial ones. The engineering components deal with the
construction of renewable plants that are reliable, ef-
fective and realistic including essentially hydro, so-
lar (photo-voltaic and concentrated solar power), wind
and bio-fuel.

The techno-economical study of renewable energy
on the other hand, investigates gradual implantation
of Renewable Energy (RE) systems for a given country
such that the installation and maintenance costs are
minimized and the short/long term returns on invest-
ment are maximized. Studies in this field investigate
country profiles in terms of energy demand, available
resources, anticipated renewable engineering cost re-
ductions [13]. However, more is needed as highlighted
in [11], that ”there is little economic analysis of re-
newable energy”. The main objectives of studying the
economics of RE is to attract investments (national
and international) and set realistic targets and strate-
gies that will remain so in the longer term.

Comprehensive surveys are now available discus-
sing the trends and current improvements in the cost,
performance, and reliability of renewable energy sys-
tems [2]. Clearly electricity from renewable energy re-
mains generally more expensive than from conventio-
nal fossil-fuel sources. However, the cost of electricity
from RE sources has been falling steadily for the last
two decades and various estimates have been derived in
terms of ”expected cost of electricity production from
RE sources” [5]. Today wind energy is the least ex-
pensive option but requires more maintenance, and
is space consuming compared to photo-voltaic solar
panels which however, are currently more expensive.
Note that the forecasts in price reduction are promi-
sing though, as shown in Figure 1 [2]. This indicates
that taking into account forecast measurements is a
strong element of effective decision making.

Based on existing forecast studies, and each coun-



Figure 1 – RE costs forecast

try renewable resources, which REs or portfolio of RE
should a given nation invest in ? How much should be
invested now, or in 15 yeas time ? These are questions
at the heart of the ”economics of RE” for which our
decision support tool aims to seek an answer. We seek
the best trade-off cost/return on investment by taking
into account physical installation constraints as well
as energy requirements and costs.

In this paper we focus essentially on Egypt, even
though the methodology employed can be generalized
to other countries.The scene in Egypt today can be
summarized briefly as follows, regarding the aspects we
are concerned with. Energy consumption in Egypt is
growing at fast pace and relies extensively on fossil fuel
as shown in the latest earth-trends survey [21]. Egypt
enjoys excellent wind and solar resources and there
are tremendous potentials for investment towards local
consumption and even export. Research and onsite-
projects are being carried out with a growing trend.

A short-term government plan is to meet 20% of
Egypt electricity demand by 2020 using RE sources.
While wind farms installation is currently cheaper
than solar panels of Concentrated Solar Power (CSP)
plants, there are strong arguments in favor of solar
energy. Thus it is essential to consider both. Basically
solar energy can be installed on small surfaces (little
cable and maintenance required), offers more stability
especially in Egypt (sun is less dependent on season
fluctuations for countries located on the sun belt), plus
wasted heat has the advantage of being usable for wa-
ter desalination [6]. Egypt can become a strong player
in wind and solar energy. However a specific strategy
is still to be determined, together with investments.

The optimization problem we address is defined as
follows. Given the country of Egypt with its data and
constraints : 1) Egypt map of populated areas, 2) Wind
and Solar atlas, 3) electricity grid map, 4) current and
forecast energy cost per RE resource, 5) current and fo-
recast energy demands per month, 6) a set of potential
RE park locations ; determine the set of energy parks

to be invested in today, the set of energy parks to be
invested in the future (e.g. 10-20 years time), such that
20% of the current and forecast energy demand are co-
vered for each month of the year, and the anticipated
financial cost is minimized. The cost is determined in
terms of sum of total costs associated with each po-
tential park : cost of connection to the grid, cost of
installation, and cost of park maintenance.

In this paper, we adopt an iterative development me-
thodology by first focusing on a problem instance with
current data only, and extending it to include forecast
data and constraints. Thus, both the one-stage and
two-stage approaches are presented. We consider three
different models and techniques to tackle the one-stage
model : dynamic programming, local search and In-
teger Linear Programming. A comparison is carried
out among all the approaches on different benchmarks
and randomly generated instances of the problem.We
then apply the most efficient technique to solve the
two-stage problem and compare the results of both
approaches. This approach is a novel contribution by
taking into consideration short term and long term im-
pact on the costs. Using a cost forecast to estimate the
cost of the different technologies in the future, our mo-
del finds which potential parks should be built now to
satisfy the current electricity demand, which should be
built after ten years to satisfy Egypt’s expected elec-
tricity demand for the year 2020. To our knowledge
this concept was not been considered with respect to
renewable energy park placement problems.

The paper is organized as follows. In Section 2 we
survey related works. In Section 3 we introduce opti-
mization techniques that we use to solve the problem.
Sections 4, 5 and 6 describe respectively the different
models approaches we investigated. The implementa-
tion and experimental results are respectively given in
Sections 7 and 8. Finally, a summary of the contri-
bution of this work is given in Section 9 along with
suggestions and ideas for future research.

2 Related work

The two-stage approach that takes into account
both present and forecast data is novel to our know-
ledge and has not been addressed with respect to
such selection problems. However, variants of the core
problem have been tackled with different constraints
and objective functions. We summarize them hereaf-
ter. The main model is a form of energy resource al-
location problem using either a single objective (e.g.
minimizing the total annual cost of building renewable
energy parks), or multiple objectives of different sorts
such as minimizing pollution emissions of CO2 and
NOx, maximizing self-production of energy, in addi-



tion to the costs factor.

In [17], a survey of different models is presented re-
lative to the problem of energy planning using multi-
criteria decision making. While such approaches put a
strong emphasis on evaluating the best trade-off bet-
ween (possibly conflicting) criteria, it does not account
for the physical location of parks, nor the future data
trends in terms of energy needs and RE sources costs.
This could have the downfall that the solution pro-
posed is not technically viable or could be obsolete
within few years given the technological advances and
cost reductions.

Some approaches address the problem of park place-
ment and selection in specific countries with different
objective functions. [15] focuses on the implementation
of wind and PV parks to supply electricity in rural
areas of Japan. The simulation tool optimizes the cost
and seeks to reduce CO2 emissions. The main draw-
back is that it only focuses on the present demand
and cost values, and ignores the longer term situation.
From a different perspective of the problem, [12, 20, 24]
focus on the economic dispatch of electricity such that
the total fuel cost is minimized, together with the total
emissions of CO2 and NOx. As such they do not consi-
der the park placement problem but rather the source
of RE to consider to reach the objectives. While such
problems have raised a lot of interest due to the study
of gas emissions, it does not account for the technical
aspects that must be taken into account together with
the economical ones.

[1] is the most recent and closest work to ours, where
the goal of the decision support tool was to increase re-
newable energy parks, and in turn reduce the usage of
non-renewable source. Similar to our problem, it com-
bines the idea of relating the objective of minimizing
costs with the choice of physical location of RE parks,
but again no account for future reductions in costs and
increased demands. It is important though to note that
this work showed empirically that a non-fully utilized
park is not cost-effective, mainly due to the fact that
a great portion of the cost of establishing a RE park
is proportional to the distance of the park to the elec-
tricity grid, ie. transporting the energy. Thus once the
connection is established, one might as well transport
as much electricity as possible. We will use this insight
in our models.

3 Techniques background

We now briefly recall the foundations of the different
techniques we will be evaluating, namely dynamic pro-
gramming, constrained local search and Integer linear
programming.

Dynamic Programming (DP). DP is a technique
occasionally used for solving optimization problems
[4]. It amounts to making a sequence of decisions that
yield an optimal solution given a cost function. Howe-
ver, not all optimization problems are solvable using
DP. The problem must have two main properties na-
mely, optimal substructure and overlapping subpro-
blems. If the problem lacks either of these these pro-
perties, then it is either unsolvable using DP or in-
efficient to solve using this technique. The first pro-
perty ensures that the optimal solution to the problem
contains within it an optimal solution to subproblems.
By identifying the optimal substructure and thus the
subproblems, a recursive formulation of the solution
can be defined. The overlapping property ensures that
it is worth using DP to solve the problem. When the
computation of some states is needed more than once,
this is where DP pays off. From an implementation
point of view, the time complexity of a DP algorithm
can be approximated by the product of the number of
subproblems the algorithm goes through overall, and
the number of choices necessary to determine which
subproblems to use. Examples of problems for which
there exists polynomial time DP algorithms are shor-
test path, sequence alignment, context-free grammar
parsing, etc. There are also pseudo-polynomial algo-
rithms to problems such as knapsack, subset sum,
cutting-stock [14]. In the next section we show how
DP can be used for our problem by reducing it to an
instance of the knapsack problem.

Constrained Local search. Similar to many
other non-deterministic optimization techniques, Lo-
cal Search (LS) is a method for searching solution
spaces of hard combinatorial problems. The result does
not guarantee a globally optimal solution. LS basically
makes an educated guess to find an initial solution and
then makes a fast enough update to reach a better
neighboring solution. The main focus of research in
this field lies in finding a ”good” neighborhood opera-
tor, according to the problem structure and objective
function. If the problem is constrained and the solution
needs to satisfy such constrained we then talk about
constrained local search [22]. This is the case in our
design of a local search technique for the optimal park
selection problem.

Integer linear programming. Finally we investi-
gated a third approach that requires the problem to be
modeled as a linear problem, ie. all the constraints are
linear. The Simplex algorithm is one of the most effec-
tive methods used to solve LP. The problem at hand
is expressed as a maximization (or minimization) of a
linear function, such that all the constraints are linear
and the variables are positive reals. If any of the va-
riables take integer values, we are then dealing with an



Integer Linear Program (ILP). This will be the case in
our study.

4 Optimization Models

We now explore the approaches we considered for
the optimal park selection problem. As mentioned ear-
lier, in terms of costs, transportation or connection to
the grid is the main bottleneck, thus the problem of
selecting a given park, with its maximum capacity, im-
plies that a ”yes” is equivalent to ”full capacity usage”.
This reduces the search space subsequently. Thus inde-
pendently of the techniques we will use, the model will
be Boolean in terms of the decision variables. Another
observation that applies to our case study of Egypt,
is that the electricity grid is fully connected. This im-
plies that the issue is not about selecting certain park
locations to cover certain populated areas, it is more
global. As such a traditional set covering model is not
required and we introduce our Grid model.

4.1 The grid model

The following input data is provided by the decision
maker to our system, but can also be preprocessed and
entered automatically.

Input data

Ci = Cost of park i (1)

Mi = Maximum area of park i (2)

(xi, yi) = Coordinates of park i (3)

Gij = Watts/m2 produced by park i in month j (4)

Dj = 20% Electricity demand in Egypt,month j, 2010
(5)

Note that the cost Ci is the total cost for each po-
tential location and is composed of, installation cost,
maintenance cost, and the cost of building the trans-
portation lines to connect and bring the electricity to
the grid.

Decision variables Since a Boolean model is used,
the decision variables are associated to each potential
park location :

Bi =

{
1 if park i is chosen
0 otherwise

(6)

Constraints The total electricity generated by the
RE parks must satisfy 20% of the current demand.
Given the demand Dj for month j, we have :

n∑
i=1

Gij ·Bi ≥ Dj Bi ∈ {0, 1} ∀j ∈ {1, .., 12} (7)

Objective Function We seek to minimize the current
cost over all the potential parks :

minimize

n∑
i=1

Bi · Ci (8)

4.2 Multi-dimensional Knapsack equivalence

We now show that the grid model actually formu-
lates the optimal park selection problem as a Multi-
Dimensional Knapsack problem (MDK). This implies
that we can benefit from techniques suitable to the
MDK to solve our problem. The classical Knapsack
Problem (KP) is defined by the tuple (n, P,W,Q),
where n elements have each a profit Pi and a weight
Wi. The objective is to select elements such that the
total profit is maximized under the constraint that the
total weight should not exceed c. We consider the dis-
crete 0-1 KP. The 0-1 KP maps directly our Boolean
grid model. More formally the 0-1 KP is specified by :

Maximize

n∑
i=1

Pi ·Xi (9)

subject to

n∑
i=1

Wi ·Xi ≤ Q, Xi ∈ {0, 1} (10)

where Xi = 1 if and only if the ith element is selected.
The multi-dimensional KP extends it and is speci-

fied as a tuple (n,m,P,W,Q) where m is the number
of dimensions ; and we have :

Maximize

n∑
i=1

Pi ·Xi (11)

subject to

n∑
i=1

Wij ·Xi ≤ Qj ,Xi ∈ {0, 1},∀j ∈ {1, ..,m}

(12)

where Wij is the weight consumed by the ith element
in the jth dimension, and Qj is the upper limit of the
jth dimension. Note that there is one constraint per
dimension. A solution to the MKP is one that satisfies
the conjunction of the m constraints (12). An optimal
solution is one that maximizes (11).

Obviously, the objective of the standard MKP pro-
blem is to maximize the profit, whereas in the optimal
park selection problem our objective is to minimize
the total cost. Also, in the MKP the constraints set
an upper bound not to be exceeded for each dimen-
sion, whereas in the park selection we have a lower
bound to cover the electricity demand for each month.
We just need to transform the problem by multiplying
constraints and objective by (−1) to have the equiva-
lence. The optimal park selection problem corresponds



to the MKP, whereby Dj = −Qj is the demand to be
covered at month j ; Gij = −Wij is the energy gain of
park i during month j ; and Ci = −Pi is the total cost
of park i.

5 Algorithms

We now present the different algorithms we imple-
mented to solve this problem. The first is a pseudo-
polynomial deterministic algorithm that finds the
exact optimal solution using DP. The second is a
constrained local search algorithm that uses a neigh-
borhood operator to find a good solution. The third
and most successful approach uses Integer Linear Pro-
gramming.

5.1 Dynamic Programming Algorithm

The most efficient algorithm for solving the KP and
MKP is based on DP [14]. We extend it to the the op-
timal park selection problem. Given n potential park
locations to choose from, and assume for simplicity
a constant monthly demand of d kWh, we can divide
the problem into two independent subproblems. In the
first subproblem, the nth location is included in the so-
lution, the cost associated with the nth is subtracted in
the new subproblem and the cost is added. In the se-
cond subproblem the nth location is not included. The
following smaller subproblems solve the same problem
with n−1 potential locations. More formally, the pro-
blem to be solved is defined recursively by :

(n,C,G, d) (13)

where n is the number of locations, c is the rate of
electricity required in kWh, Gn is the production gain
of kWh provided by the nth potential location, and Cn

is the total cost associated with it. The objective func-
tion to minimize is F (n, d) which is defined recursively
by :

F (n, d) =


0 if d ≤ 0
∞ if n = 0 and d > 0

min

(
F (n− 1, d)

Cn + F (n− 1, d−Gn)

)
otherwise

(14)
Clearly if the demand d ≤ 0 then the cost is 0, while
for strictly positive demand and no potential locations,
there is no solution which is represented by an infinite
cost value. Otherwise, the solution is the minimum of
two subproblems, one that includes the nth location
and the other that excludes it.

Complexity This recursive formulation leads to a DP
algorithm with a time complexity expressed in terms

of : n, the number of potential location, Dj the de-
mand at month j (in {1, .., 12}), and d, the largest de-
mand to be covered. As aforementioned with respect
to knapsack problems, the time complexity is pseudo-
polynomial, which is theoretically the best available for
the classical KP. The time complexity is in O(n · dm)

where d =
m

max
j=1

Dj .

In our version of the problem m is a constant equal
to 12, corresponding to the number of months in this
case. The same bound of the time complexity serves
as a loose upper bound one the space complexity. This
is due to the fact that when top-down DP is used,
some subproblems are never reached during solving the
original problem. The reason for that is the first base
case of recurrence (14), which prunes the computation
once the demand has been satisfied. Computational
results are presented in the implementation section.

Preprocessing : adding a sorting heuristic A prepro-
cessing step to this approach is to sort the locations
before running the DP algorithm. The sorting rule is
defined as follows :

Locationa < Locationb ⇐⇒
m∑
j=1

Gaj <

m∑
i=1

Gbj

This causes the locations with higher gain values for
electricity rates to come first in the list of locations.
Such an ordering forces many branches of the search
tree to be pruned early, hence a better performance.
Note that this does not affect the optimality of the
algorithm. In other words, the sorting heuristic does
not affect the completeness of this approach. However,
it does make it more efficient in practice. In Section 8,
the sorting heuristic is evaluated, where we compare
the running times of two versions of the algorithm, one
which applies the sorting heuristic, and one which does
not.

5.2 Constrained Local Search Algorithm

While the sorting heuristic improves the running
time of the DP approach,it is not effective enough to
scale up the problem as we illustrate in the experimen-
tal results. To improve, we sought a polynomial-time,
but sub-optimal algorithm to solve the problem. Now
we discuss a local search method used to determine
a sub-optimal solution to the problem. The main as-
pect of local search techniques is to define the neigh-
borhood operator. We use a successful neighborhood
operator suggested by Ghosh et al. [9]. Their work fo-
cuses on solving the subset sum problem and compa-
ring their suggested neighborhood with previous ones
for the same problem. The reason we use a subset sum



problem technique to solve our problem, is that the
MKP model is very similar to subset sum with a slight
change in the objective function. In MKP the chosen
elements in the solution may not exceed the upper
bound, but in the subset sum problem the chosen ele-
ments must sum up exactly to the bound.

In our work, we modify and implement the idea to
solve the optimal park selection problem as a MKP,
which requires several changes to [9] that are highligh-
ted here.

Neighborhood operator In order to define the
operator we first define the permutation we use
and how a solution is specified. We define Y the
permutation vector over all potential parks. Instead
of reasoning directly about the Boolean vector X, and
trying to improve upon a solution using operations
on X, we represent a search space of permutations
Y of the park location indices. The neighbor of a
permutation Y is a vector that differs from Y in
only two values (one swap). For example, for n = 4,
and Y = [1, 2, 3, 4], we have Neighborhood(Y) =
{[2, 1, 3, 4], [3, 2, 1, 4], [4, 2, 3, 1], [1, 3, 2, 4], [1, 4, 3, 2],
[1, 2, 4, 3]}. However, [3, 1, 2, 4] and [4, 3, 2, 1] /∈
Neighborhood(Y) since they each contain two
swaps.

Algorithm 5.1 GREEDY

Require: G,D, Y
E← {Ei = 1,∀1 ≤ 1 ≤ n} {solution vector with all
parks selected}
V ← [V1, .., Vm]such thatVj =

∑n
i=1 Gij

{vector of aggregated energy covered by all parks
per month j}
for i = 1→ n do

if E −GYi ≥ D then
E ← E −GYi

VYi
← 0

end if
end for
return E

The local search algorithm operates as follows :
choose an initial permutation randomly, use the greedy
heuristic to compute the solution that matches the
permutation with a good cost while satisfying the
constraints (GREEDY(G,D,Y)), compute the set of
neighboring vectors, determine if a neighbor point can
lead to a better solution cost (FINDBEST(Y)). If one
exists, move to this permutation with associated solu-
tion, if not exit.

The key point lies in the heuristic used to compute
a good solution for a given permutation. The greedy
algorithm starts by including the entire list E of po-

tential locations in the initial solution. Given a per-
mutation Y of the potential locations, the algorithm
traverses the potential locations according to the orde-
ring of Y . For every potential location, if removing it
from E causes the total demand to be unsatisfied, the
algorithm does not remove it, otherwise it is removed.

Algorithm 5.2 Local Search

Require: G,C,D
Y← [Y1, Y2, ..., Yn] {random permutation}
X← Greedy(G,D,Y)
loop

Y’ ← FindBest(Y) {finds the best permutation
in the neighborhood of Y which is better than Y }
if Y’ does not exist then

return X
end if
X← Greedy(G,D,Y’) {binary solution from the
greedy algorithm (5.1)}

end loop

The local search algorithm moves away from an ini-
tial permutation Y by searching for the best neigh-
boring permutation Y’, that corresponds to the satis-
fiable neighbor with the smallest cost. The algorithm
terminates after failing to find a better neighbor per-
mutation to switch to. Typically, a local search algo-
rithm is run for a number of iterations, and the final
result is the best solution over all solutions which the
algorithm terminated with during all the iterations. At
every new iteration in our implementation, the algo-
rithm is not permitted to re-visit permutations that
were already encountered during previous iterations 1.

Complexity The highest cost of Algorithm 5.2 is
FindBest, which finds the best next solution, better
than the current one from within the neighborhood.
The time complexity of FindBest is polynomial in
the number of locations.

O(n3 ·m) (15)

where n is the number of potential locations, and m is
the number of seasons (12). Therefore, m is a constant
and the complexity can be reduced to O(n3). The time
complexity of the full algorithm depends on how many
iterations the loop in Algorithm (5.2) does. This is
controlled by how far is the initial random permutation
from a local minimum, since the algorithm terminates
when no better solution is found in the neighborhood.

1. This is called local search with memory, which resembles
the operation of tabu search.



5.3 Integer Linear Approach

Finally we tried a third approach which proved the
most effective in terms of both, solution quality and
efficiency. The constraints in Equation (7) are linear
constraints ensuring that the demand for each month
is satisfied by the chosen potential locations.This grid
model can be solved using the Simplex algorithm to
find a solution which might violate the Integrality
constraint on the variables, and is then combined with
a branch and bound algorithm to search for integer
values. Solving the grid model with an ILP solver pro-
ved to be the best approach, and we will use it for the
two-stage optimization model.

6 Two-stage optimization model

We now extend the grid model (Section 4), to in-
clude forecast data, namely the costs of potential parks
and expected electricity demand for 2020. The impact
of considering the two-stage model is illustrated in the
example below. Let a and b be 2 potential renewable
parks. Assume a monthly demand with an annual
growth rate, and assume that each park can satisfy
alone the present demand but not the forecast one. We
have the following combinations of scenarios shown in
Table (1), of which 3 satisfy all the constraints and
the optimal one shall be the one with lowest cost that
relies on forecast cost reductions (either scenario 8 or
9 depending on the cost values).

Build Build Demand Demand
park a park b 2010 2020

1 no no no no
2 no yes/2010 satisfied no
3 no yes/2020 no no
4 yes/2010 no satisfied no
5 yes/2020 no no no
6 yes/2020 yes/2020 no satisfied
7 yes/2010 yes/2010 satisfied satisfied
8 yes/2010 yes/2020 satisfied satisfied
9 yes/2020 yes/2010 satisfied satisfied

Table 1 – All possible scenarios of building a and b

The uncertainty lies in the technologies costs, as well
as the forecast electricity demand for 2020. It can be
estimated with existing forecasting curves of market
and demographic studies. It is expected as shown in
Figure 1, that the cost for renewable energy techno-
logies will decrease in the coming years [2]. For each
type of uncertainty, the current approach considers an
annual growth rate for the electricity demand (that
can be tuned by the end-user), and a total future cost
per potential park according to the technology used

and its transportation cost. Thus the initial grid mo-
del is extended with the following underlined terms
and equations. The objective now is to find the mini-
mum total cost for satisfying the demand of today and
tomorrow, by taking into account forecast values.

The input for the final model is :

Ci = Cost of park i (16)

FCi = Future cost of the ith location (17)

Mi = Maximum area of park i (18)

(xi, yi) = Coordinates of park i (19)

Gij = Watts/m2 produced by park i in month j (20)

Dj = Electricity demand in 2010,month j (21)

r = Annual growth rate of electricity demand (22)

FDj = Dj × r future demand, month j, 2020 (23)

Model Variables We extend the set of variables from
the short-term model, with new ones as shown below.

Xi =

{
1 The ith location is to be built in the present
0 otherwise

(24)

FXi =

{
1 The ith location is to be built in the future
0 otherwise

(25)

Constraints The integer linear program has the fol-
lowing linear constraints :

n∑
i=1

Gij ·Xi ≥ Dj , ∀j ∈ {1, ..,m} (26)

n∑
i=1

Gij · (Xi + FXi) ≥ FDj , ∀j ∈ {1, ..,m} (27)

0 ≤ Xi + FXi ≤ 1, ∀i ∈ {1, .., n} (28)

Xi ∈ {0, 1}, FXi ∈ {0, 1}, ∀i ∈ {1, .., n} (29)

Constraints 26 ensure that the locations chosen to
be built in the present satisfy the current demand,
while constraints 27 ensure that all chosen locations
built in the present and the future satisfy the future
demand as well. Constraints 28 prevent each potential
location from being built twice.

Objective Function The objective function defined
in the approach is obviously a linear one. Since we
seek to minimize the sum of all costs, given by the
expression :

Cost =

n∑
i=1

Xi · Ci +

n∑
i=1

FXi · FCi (30)



The cost expression is the sum of two scalar products,
one for the locations chosen to be built today, and the
other for the locations chosen to be built in the future.
This model is also solved using the Simplex algorithm,
with built-in branch and bound to search for an integer
optimum.

7 Implementation

We now discuss the implementation of the different
algorithms used and our prototype. The entire process
of implementing all models was done on an Ubuntu
10.04 (Linux-based) Operating System.We first high-
light the sources of the data used during testing and
evaluation. The DP algorithm (14) as well as the
constrained local search one (5.2), were implemented
in C++. The DP algorithm uses top-down DP. The
ECLiPSe [23] platform was chosen to implement the
ILP model thanks to its high level of abstraction and
hybridization libraries with the eplex solver.

Figure 2 – Solar radiation map for March

Data pre-processing We purchased from a govern-
mental body the wind and solar solar atlas of Egypt
[16, 8]. In the form of printed documents and maps,
they contain detailed information about solar radia-
tion, wind speed, wind directions for each month of
the year for a given location (resulting from analysis
over the past 8 years). There are 12 maps in the solar
atlas, each specifying an amount of watts/m2 for each
month for a given latitude. In the solar atlas, the an-
nual average rate of electricity is given in a single map.
A sample of the solar map for one month is shown
in Figure 2. The information in these maps was ex-
tracted using Python’s image processing library SciPy

[19]. We scanned the atlases, then processed the maps’
images by labeling the different regions over each map

with their corresponding solar radiation or wind power
[7]. The result of the extraction process was the gene-
ration of a function that takes as input (x, y, t) and
returns the kWh value, representing the gained rate of
electricity at location (x, y) during month t.

Dataset Generation A dataset is composed of n
points chosen and marked on a map like Figure 2.
The gain of these locations is derived from the gain
matrix G for the dataset. The costs for these locations
is predefined according to the type of park considered
(wind, solar).

Graphical User Interface The GUI module was im-
plemented using Java. In order to enable the user
to freely select locations from the map of Egypt, the
OpenStreetMap [10] library was used. The user inputs
data regarding the cost and maximum area for each
location selected on the map. The database contains
default data for the current demand of Egypt as well
as the forecasted cost data shown in Figure 1. This in-
formation is stored and available for the solver to read
during execution.

8 Evaluation

We first present the results of evaluating the scala-
bility of the different algorithms we implemented : DP,
DP with preprocessing using sorting (DPS), constrai-
ned Local search (LS), and ILP. We show the results
on the average running time of 20 instances of the pro-
blem chosen randomly. This average is taken over all
instances of the same problem size, n.

Figure 3 – Runtime of DP, DPS, ILP, and LS ap-
proaches for 20 ≤ n ≤ 34

In Figure 3 we show the CPU running times of all



approaches for a group of datasets where 20 ≤ n ≤ 34.
The approaches that proved efficient for this problem
size are LS and ILP. This is expected, since DP and
DPS have a pseudo-polynomial running time.

Now we show the performance of the LS and ILP
algorithms for larger values of n, 40 ≤ n ≤ 220, see
Figure 4. The results show a polynomial increase in
the running time with respect to n. This reflects the
O(n3) time complexity of the LS approach used. On
the other hand, the ILP approach yet proves to be
extremely fast and robust in solving all instances.

Figure 4 – Runtime of ILP and LS approaches for
40 ≤ n ≤ 220

Forecast ILP Model The solution was broken into
two stages. First the simple gridmodel described in
Section 4 is solved. The two-stage model builds on
this first solution by constraining the total cost to be
smaller than the one produced by the grid model. It
becomes an upper bound to the extended cost func-
tion.

We show that adding this constraint and solving the
two-stage problem with the constrained new objective
function (6), even though it requires a second run of
the Cplex solver, it greatly speeds up the runtime of
the entire algorithm. In other words, solving the fo-
recast model without the upper bound constraint on
the cost is less efficient than solving the grid model,
acquiring the upper bound, then solving the forecast
model, as shown in Figure 5. The testing was done for
larger number of potential locations, 50 ≤ N ≤ 250
given its efficiency.

Solution Quality We now illustrate the impact of
reasoning with forecast demand and cost values in
terms of the solution quality and difference in final

Figure 5 – One stage versus two-stage execution with
forecast data

parks choice. A set of 10 potential solar and wind parks
are initially placed on the GUI. These two sets are cho-
sen by randomly selecting coordinates on the map of
Egypt.The output of the algorithm is the optimal set
of parks to be built in the present or in 10 years time
in order to satisfy both demands. In Figure 6, the opti-
mal set is shown when only current data is considered.
While in Figure 7, it is shown how the optimal so-
lution differs when we account for forecast costs and
demands. We can see that solar park 8 and wind parks
1 and 7 are best to be built in the future and wind park
5,7 and 9 for instance should not be considered at all
when future data is taken into account.

Figure 6 – Chosen locations using grid model



Figure 7 – Chosen locations with two-stage model

9 Conclusion

In this paper we have extended the state-of-the art
models for optimal park selection, to account for both
current and forecast data in the decision making pro-
cess. We showed how this impacts greatly the solu-
tion quality, and also how it can be achieved efficiently
using a two-stage approach as an ILP model. Future
work includes the integration of our prototype into a
full software made available to governmental investors
and domain experts. From a research point of view,
we also aim at fine investigating different models to
represent the forecast data such as CDF-intervals [18]
and probabilistic approaches.
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